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Introduction
The new radio (NR) access technology SI was agreed in RAN#71 [3]. One of the objectives is to study the RAN support of network slicing operation as follows:
Study and identify specification impacts of enabling the realization of Network Slicing [in co-operation with SA2] [RAN2, RAN3]…
In SA2, the following slice-related definitions have been agreed [2]:
Network Function: is a processing function in a network, which has defined functional behaviour and defined interfaces. A network function can be implemented either as a network element on a dedicated hardware, or as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Slice Template (NST):  is a logical representation of the Network Function(s) and corresponding resource requirements necessary to provide the required telecommunication services and network capabilities.
Network Slice Instance (NSI): is an instance created from a Network Slice Template (NST).
Network Slice: is a concept describing a system behaviour which is implemented via Network Slice Instance(s).
Network slicing is a network management tool that allows a Mobile Network Operator to efficiently allocate network resources in order to meet the service requirements of a customer or an application. In NextGen CN systems, MNOs will have the ability to configure and manage numerous network slices (perhaps numbered in the hundreds) through a set of configuration and orchestration functions provided by the management plane. In addition, to ensure efficient utilisation of network resources while meeting service performance goals, network slicing solutions will allow independent scalability of network functions and the flexible placement of physical and virtualised functions within the network to enable both centralised and geographically distributed deployments.
At the same time, the interface between NR RAN and NextGen CN is intended to meet the following goals:
allow independent evolution of both RAN and CN;
be flexible and future proof.
Discussion
Each MNO may create a customised set of network slices to meet their business and service needs. In some cases, a network slice instance may be pre-configured; in other cases, a network slice instance may be dynamically commissioned or re-configured to meet traffic demands. A network slice instance may, therefore, be specific to a particular MNO network at a particular location and at a particular point in time.
We expect that differentiated services will be offered to UEs and that a differentiated service may be requested by a UE through a descriptor that may include an application identifier, a type of service, etc. The descriptor may have global significance (i.e. the service can be requested on a visited network by a roaming UE) or may have only local significance (i.e. the service can only be requested when a UE is connected to its home network). The descriptor can be used as assistance information by the network to facilitate selection of the appropriate network slice instance.
From a RAN perspective, support for Core Network slicing involves:
determining the network slice instance that will be used to convey service-specific traffic for a particular UE.
This is normally a CN function that may be based on the descriptor, the UE service profile, and/or other factors (e.g. network topology, the current location of the UE, the time of day, current system loading, MNO policies, etc). In a simple example:
UEs A1 and A2 are associated with some grouping (A) of UEs. The grouping may be based on UE class, associated enterprise business entity, subscription profile, etc.
UE B1 is associated with a different grouping (B).
when UEs A1 and A2 request access to an eMBB service, the network assigns them to NSI eMBB‑A.
but when UE B1 requests access to the same eMBB service, the network assigns it to NSI eMBB‑B.
when UE A1 moves to a new location and requests access to the eMBB service, the network assigns it to NSI eMBB‑C.
In some cases, the descriptor may be provided by the UE; in other cases, the (default) descriptor or default NSI may be determined by the CN based, for example, on the UE service profile. Selection of a network slice instance may result from an explicit service request from the UE or from a network attachment request received from the UE during an initial network access.
determining the treatment to be afforded traffic associated with the selected network slice instance.
The traffic associated with different slices may have different QoS requirements, different precedence levels, etc. as determined and configured by the MNO. This information may need to be dynamically communicated to the RAN by the CN or it may be pre-configured into the RAN through a management operation.
determining where to forward uplink traffic associated with the UE and the selected network slice instance.
Network functions may be deployed by an MNO in a distributed manner. In addition, some network functions may be virtualised and may, in some scenarios, be instantiated or commissioned on-demand to service a particular UE or in response to changing traffic demands. Therefore, the identity and location of a network function may not be known à priori. As a result, information on how to forward uplink traffic in these situations must be dynamically communicated to the RAN by the CN.
determining where to forward downlink traffic associated with the UE and the selected network slice instance.
The location of the UE within the RAN and the internal topology and configuration of the RAN are not visible to the CN. As a result, information on how to forward downlink traffic must be dynamically communicated to the CN by the RAN.
In some cases, the NSI-related information may be pre-configured in both CN and RAN and the UE may be provided with a descriptor that includes an NSI identifier. When the RAN receives a descriptor from a UE that includes an NSI identifier, this can be used by the RAN to identify the configuration information for forwarding NSI-related traffic and for providing the appropriate QoS.

In SA2 [2], three potential architectures are described for supporting network slicing:
	Group A assumes that NSIs are completely independent with each NSI having its own set of Network Functions.
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	Group B assumes that some Network Functions are common between the NSIs, while other functions reside in the individual NSIs.
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	Group C assumes that the control plane handling is common between the NSIs, while the user plane(s) are handled as different NSIs.
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This paper describes procedures for associating a UE with a network slice instance in various scenarios. To allow independent evolution of both RAN and CN and to be flexible and future proof, these procedures are designed to be agnostic with respect to the architecture – Group A, B or C – adopted by a MNO for use in their Core Network.
[bookmark: _Ref440216314]Proposal
We propose to capture the following text in TR 38.801 [1]:
START OF CHANGE #1 – all new text
9.	Realization of Network Slicing
9.a	Core Network Slicing
Network slicing is a network management tool that allows a Mobile Network Operator to efficiently allocate network resources in order to meet the service requirements of a customer or an application. In NextGen CN systems, MNOs will have the ability to configure and manage numerous network slices through a set of configuration and orchestration functions provided by the management plane. In addition, to ensure efficient utilisation of network resources while meeting service performance goals, network slicing solutions will allow independent scalability of network functions and the flexible placement of physical and virtualised functions within the network to enable both centralised and geographically distributed deployments.
Each MNO may create a customised set of network slice instances using physical and/or virtualised network functions to meet their business and service needs. In some cases, a network slice instance (NSI) may be pre-configured; in other cases, a network slice instance may be dynamically commissioned or re-configured to meet traffic demands. A network slice instance may, therefore, be specific to a particular MNO network at a particular location and at a particular point in time. 
9.b	RAN Support for Core Network Slicing
A UE may request a differentiated service offered by an MNO by supplying a descriptor in a service or access request that can be used by the network as assistance information to facilitate selection of the appropriate network slice instance. A descriptor (which may include an application identifier, a type of service, etc) may have global significance (i.e. the service can be requested on a visited network by a roaming UE) or may have only local significance (i.e. the service can only be requested when a UE is connected to its home network). 
Editor's note:	How the UE obtains a descriptor is FFS, based on discussion with SA2.
Determining the network slice instance that will be used to convey service-specific traffic for a particular UE is normally a CN function that may be based on the descriptor, the UE service profile, and/or other factors (e.g. network topology, the current location of the UE, the time of day, current system loading, MNO policies, etc.
In some cases, the NSI-related information may be pre-configured in both CN and RAN and the UE may be provided with a descriptor that includes an NSI identifier. In other cases, a UE may be provided with an NSI identifier following initial attachment to an NSI; this NSI identifier may be communicated to the RAN by the UE during a re-attachment. When the RAN receives a descriptor from a UE that includes an NSI identifier, this may be used by the RAN to identify the configuration information for forwarding NSI-related traffic and for providing the appropriate QoS.
Editor's note:	The nature of a descriptor and its relation to an NSI identifier is FFS, based on discussion with SA2.
The traffic associated with different slices may have different QoS requirements, different precedence levels, etc. as determined and configured by the MNO. This information may need to be dynamically communicated to the RAN by the CN or it may be pre-configured into the RAN through a management operation.
Network functions may be deployed by an MNO in a distributed manner. In addition, some network functions may be virtualised and may, in some scenarios, be instantiated or commissioned on-demand to service a particular UE or in response to changing traffic demands. Therefore, the identity and location of a network function may not be known à priori. As a result, information on how to forward uplink traffic in these situations must be dynamically communicated to the RAN by the CN.
The location of the UE within the RAN and the internal topology and configuration of the RAN are not visible to the CN. As a result, information on how to forward downlink traffic must be dynamically communicated to the CN by the RAN.
9.c	Network Slice Instance Selection
From a RAN perspective, selection of a Core Network slice instance involves the following steps (Figure 9.c.1):
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[bookmark: _Ref82406577][bookmark: _Toc150938319]Figure 9.c.1 : High-level NSI Selection and Configuration Procedure
9.d	Network Slice Instance Abstraction
Figure 9.d.1 shows an abstraction of a network slice as viewed by NR RAN. In the control plane, the RAN maintains a control plane interface [RRC] over the radio link to a UE  using a signalling radio bearer and a control plane interface [NG-2] to a set of CN control plane functions (CN CP).
The RAN also maintains a user plane interface over the radio link to a UE  and transports that traffic between the RAN and a CN slice instance over a UE-CN UP [NG-3] interface. The network function(s) comprising the network slice instance are transparent to the RAN and are hidden behind NSI-specific entry points. An entry point is typically identified by a transport network layer (TNL) address or other end point identifier. Over the RAN-UE interface, user plane traffic is transported over one or more data radio bearers.
Optionally, a network slice instance may also contain control plane functions for interacting with the UE over a UE-CN CP interface. From the perspective of the RAN, UE-CN CP messages are transparently transported as non-access stratum signalling traffic with their own set of QoS parameters, transport network layer end points, etc. If the network slice instance includes NSI-specific control plane functions, the control plane traffic between a UE and the NSI is transported over a UE-CN CP interface [NG-1] between the RAN and an NSI-specific CN CP entry point. Over the RAN-UE interface, NAS signalling traffic is transported over a dedicated signalling radio bearer that is distinct from the SRB used for the RAN-UE CP [RRC].
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[bookmark: _Ref448311057]Figure 9.d.1 : Network Slice Instance Abstraction
Editor's note:	The set of CN control plane functions addressable by the RAN is FFS, based on discussion with SA2.
If the UE is simultaneously connected to multiple NSIs, the RAN will provide interconnection between the UE and each of the connected NSI UP and CP entry points (Figure 9.d.2). To provide separation over the RAN-UE interface between traffic associated with different NSIs, user plane traffic for a network slice instance is transported over data radio bearers dedicated to that NSI. Similarly, NAS signalling traffic for a network slice instance is transported over a signalling radio bearer dedicated to the NSI. Regardless of the number of simultaneous NSI connections associated with a UE, there is only one SRB used for the RAN-UE CP [RRC].
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[bookmark: _Ref448774947]Figure 9.d.2 : Simultaneous UE Connection to Multiple Slice Instances
In Figure 9.d.2, the CP entities (NSI-A CP and NSI-B CP) may be the same CN entity or may be different CN entities; the RAN makes no distinction between these two cases. Similarly, the UP entities (NSI-A UP and NSI-B UP) may be the same CN entity or may be different CN entities.

END OF CHANGE #1

START OF CHANGE #2 – all new text
Appendix Y – Scenarios Supporting Core Network Slicing
This appendix describes RAN-related procedures to support Core Network slicing in several scenarios.
Y.1	RAN Mapping to a Network Slice Instance
The scenarios described in this appendix are based on the illustration in Figure Y.1 of a mapping by the RAN to entry points within the CN:
for NSI-related procedures, the RAN is pre-configured with only one CN entry point, that of the CN control plane function (CPF) responsible for authorising a UE's request for a particular service. This CPF (CPF-01) may, depending on CN implementation, pass information to other control plane functions within the CN transparently to the RAN, or it may redirect the RAN to other CPFs.
the identify of CPF-01 is FFS, based on discussion with SA2. It may, for example, be a Slice Selection Function (SSF) or an Authorisation Function (AUF).
the RAN connection to other CP functions (CPF‑02, CPF‑03, etc), if required, is dynamic and is based on entry point information initially provided by CPF‑01 and potentially supplied or modified by subsequent CPFs.
the entry points for a UE's uplink traffic are dynamically signalled to the RAN by a CN CPF. There may be one or more UE-CN user plane entry points directing uplink UP traffic to UE- and/or NSI-specific user plane functions (UPF) within the CN.
optionally, there may also be a UE-CN control plane entry point directing uplink NAS signalling traffic to UE- and/or NSI-specific control  plane functions (CPF) within the CN.
the entry points within the RAN for a UE's downlink traffic are dynamically signalled to a CN CPF by the RAN. There may be one or more UE-CN user plane entry points (ue_U) within the RAN for receiving UP traffic destined for the UE.
optionally, there may also be a UE-CN control plane entry point (ue_C) within the RAN for receiving NAS signalling traffic destined for the UE.
both UE user plane traffic and NAS signalling traffic is passed transparently through the RAN by mapping between a logical channel (radio bearer) on the RAN-UE interface (dataLC and sigLC, respectively) and a corresponding entry point on the UE-CN interface. The mapping includes:
TNL-specific information (e.g. end point identifiers, transport protocol parameters).
QoS-related information.
Note that selection of the appropriate logical channel (radio bearer) for uplink traffic is the responsibility of the UE and that selection of the appropriate RAN entry point for downlink traffic is the responsibility of the CN. This obviates the need for UE traffic inspection and routing operations within the RAN.
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Figure Y.1 : RAN Mapping to a Network Slice Instance
Y.2	UE-Requested Association to a Network Service
Figure Y.2 summaries the overall procedure used to associate a UE with a particular network service. In the illustrated procedure, the UE explicitly requests access to a network service; this service is then mapped by the CN onto a network slice instance that may not be pre-configured. Association to a network slice instance may be triggered by a specific service request, as illustrated below, or by some other event such as a network attachment request (similar to clause Y.4).
Note:	Simplified procedures using pre-defined (default) services and pre-configured network slice instances are illustrated in subsequent clauses.
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Figure Y.2 : UE-Requested Association to a Network Service
1. Following successful authentication and authorisation of a UE (not shown), the UE sends a [RAN-UE CP] Service Request to the RAN requesting access to a particular network service. Since this is an initial request for this service, the UE provides the descriptor associated with the requested service.
Editor's note:	The nature of a descriptor and its relation to an NSI identifier is FFS, based on discussion with SA2.
Editor's note:	How the UE obtains a descriptor is FFS.
1. If the RAN cannot match the descriptor to pre-configured or cached NSI information, the RAN sends a [RAN-CN CP] UE Service Authorisation Request to a pre-determined CN CP function (CPF‑01). The request includes a UE identifier and the descriptor provided by the UE.
Editor's note:	How the pre-determined CN CP function (CPF‑01) is identified is FFS, based on discussion with SA2.
If the RAN can match the descriptor to pre-configured or cached NSI information, the procedure continues at step (7), below.
1. If the UE is authorised to access the requested network service, the CN (CPF‑01) responds to the RAN with a [RAN-CN CP] UE Service Authorisation Response. 
in some instances, the response will redirect the RAN to another CN CP entity for service authorisation. This may, for example, be required if authorisation is performed by an NSI-specific CN CP function. In this case, the RAN repeats step (2) by sending the UE Service Authorisation Request to the designated CN CP entity.
if authorised, the response includes the identity (e.g. entry point) of a CN CP function (CPF‑02) that is responsible for commissioning a network slice instance to accommodate service-specific traffic for this UE. This parameter may also include TNL-specific information for communicating with the designated CP function (CPF‑02).
if the response includes NSI configuration information, the procedure continues at step (6), below.
1. The RAN sends a [RAN-CN CP] Service Connection Request to the CN CP function (CPF‑02) identified in step (3). The UE Service Connection Request includes access information that may be used by the CN to identify and/or commission the network slice instance. The access information may include the UE device class, the type of channel used to access the network, the location of the UE, etc.
the designated CN CP function (CPF‑02) may be a common CN CP function or an NSI-specific CN CP function. The RAN makes no distinction between these two cases.
1. When the corresponding network slice instance is available for use, the CN (CPF‑02) sends a [RAN-CN CP] Service Connection Response to the RAN that includes:
the identity (e.g. entry point) of a UE-CN UP function (UE_UPF) for receiving uplink user plane traffic associated with the commissioned network slice instance. This may also include TNL-specific information for communicating with the UE‑CN UP function (UE_UPF).
the CN may not specify a UE-CN UP entry point (UE_UPF) if uplink packets provided by the UE are to be forwarded by the TNL using information (e.g. destination address) contained in a packet header.
the user plane QoS parameters associated with the network slice instance and/or with the UE.
the identity (e.g. entry point) of the UE-CN CP function (UE_CPF) for receiving uplink signalling traffic associated with the commissioned network slice instance. This parameter is provided only if the network service includes NSI-specific control plane functions for interacting with the UE. This parameter may also include TNL-specific information for communicating with the UE-CN CP function (UE_CPF).
the control plane QoS parameters associated with the network slice instance. These parameters are provided only if the network service includes NSI-specific control plane functions for interacting with the UE.
the identity (e.g. entry point) of a RAN-CN CP function (CPF‑03) associated with the commissioned network slice instance that enables the exchange of per-UE, NSI-specific control information between the RAN and CN. This parameter may also include TNL-specific information for communicating with the designated CP function (CPF‑03).
1. If the RAN can admit the service with the requested QoS, the RAN responds with a [RAN-CN CP] Service Connection Confirmation to the CN (CPF‑02).
if the RAN is unable to admit the service, the RAN would respond with a [RAN-CN CP] Service Connection Error to the CN (CPF‑02).
1. If admitted, the RAN sends a [RAN-CN CP] Service Configuration Request to the RAN‑CN CP function (CPF‑03) identified in step (5). This request includes:
the destination (e.g. entry point) within the RAN to be used by the network service for downlink UE-CN UP traffic sent to the UE. This parameter (ue_U) may also include TNL-specific information for communicating with the RAN.
the destination (e.g. entry point) within the RAN to be used by the network service for downlink UE-CN CP traffic sent to the UE. This parameter (ue_C) may also include TNL-specific information for communicating with the RAN. This parameter is provided only if step (5) identified an NIS-specific control plane function (UE_CPF) for interacting with the UE.
1. Once configuration has been completed, the CN (CPF‑03) sends a [RAN-CN CP] Service Configuration Response to the RAN.
1. The RAN sends a [RAN-UE CP] Service Response to the UE indicating successful attachment to the requested network service. The response includes:
a handle referencing NSI information stored by the RAN that can be subsequently used by the UE to request reconnection to the network service (clause Y.5).
the radio link logical channel to be used for conveying user plane traffic to the network slice instance.
the radio link logical channel to be used for conveying NAS control plane traffic to the network slice instance. This parameter is provided only if the network service includes NSI-specific control plane functions for interacting with the UE.
Editor's note:	The nature of a handle and its relation to an NSI identifier is FFS.
At this point, NSI-specific traffic can be exchanged between the UE and selected network slice instance. In the RAN, this involves mapping between the logical channels on the RAN-UE interface and the NSI-specific entry points on the RAN-CN interface:
on the uplink, any traffic received by the RAN on the NSI-specific user plane logical channel (data radio bearer) is forwarded to the entry point of the designated UE-CN UP function (UE_UPF). Similarly, any traffic received on the NSI-specific NAS control plane logical channel (signalling radio bearer) is forwarded to the entry point of the designated UE-CN CP function (UE_CPF).
on the downlink, any traffic received by the RAN on the designated UE-CN UP entry point (ue_U) is forwarded over the radio interface using the NSI-specific user plane logical channel (data radio bearer) associated with the UE. Similarly, any traffic received by the RAN on the designated UE-CN CP entry point (ue_C) is forwarded over the radio interface using the NSI-specific NAS control plane logical channel (signalling radio bearer) associated with the UE.

Y.3	Reconfiguring NSI-related Information
At some point in time, the CN CP function associated with a network slice instance (CPF‑03) may send a message to the RAN indicating a change in the parameters associated with the transmission of NSI-related information over the RAN-CN interface. The indication may include:
a change in the entry points used for receiving NSI-related uplink user plane traffic (UE_UPF) and/or uplink NAS control plane traffic (UE_CPF). This may, for example, be due to load balancing or to migration of virtualised network functions.
a change in the entry point used for receiving resource configuration change requests (CPF‑03).
a change in the QoS parameters associated with the NSI user plane traffic and/or NAS control plane traffic.
Similarly, the RAN may send a message to the CN (CPF‑03) indicating a change in parameters associated with the transmission of NSI-related traffic to the UE. The indication may include:
a change in the entry points used for receiving NSI-related downlink user plane traffic (ue_U) and/or downlink NAS control plane traffic (ue_C). This may, for example, be due to UE mobility within the RAN.
a change in the QoS parameters associated with the NSI user plane traffic and/or NAS control plane traffic that can be supported by the RAN. This may, for example, be due to congestion or equipment failure within the RAN.

Y.4	Association to a Default Network Slice Instance
Figure Y.3 summaries the procedure used to associate a UE with a default network service. In the illustrated procedure, the default service is then mapped by the RAN onto a pre-configured network slice instance.
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Figure Y.3 : Association to a Default Network Slice Instance
1. The UE sends a [RAN-UE CP] Attach Request to the RAN requesting attachment to the network.
the UE may include a descriptor to request association with a particular service.
1. The RAN sends a [RAN-CN CP] UE Attach Request to a pre-determined CN CP function (CPF‑11).
if the UE provided a descriptor and if the RAN can match the descriptor to pre-configured or cached NSI information, this information may be used by the RAN to select a corresponding CN CP function (CPF‑11).
Editor's note:	The targeted CN CP function (CPF‑11) is FFS, based on discussion with SA2.
The UE Attach Request includes information provided by the UE (e.g. device class, descriptor) and access information that may be used by the CN to identify a default network service. The access information may include the type of channel used to access the network, the location of the UE, etc.
1. At this point, the CN authenticates the UE, obtains the UE service profile, and ensures that the UE is authorised to attach to the network.
NAS messages exchanged between the UE and the CN (CPF‑11) are relayed transparently by the RAN.
in some scenarios, authentication may be performed by an NIS-specific UE-CN CP function following attachment of the UE to the default network slice instance (i.e. after step 7, below).
Editor's note:	The details of the authentication procedure are FFS.
1. Once the CN has authenticated and authorised the UE, the CN (CPF‑11) responds to the RAN with a [RAN-CN CP] UE Attach Response that includes the default network slice instance to be associated with this UE. If the UE provided a descriptor in the Attach Request, the CN may or may not use this information when selecting the default network slice instance; this decision is transparent to the RAN.
The RAN may be pre-configured with information related to the designated NSI, including:
the identity (e.g. entry point) of a UE-CN UP function (UE_UPF) for receiving uplink user plane traffic associated with the network slice instance. This may also include TNL-specific information for communicating with the UE‑CN UP function (UE_UPF).
the RAN may not be configured with a UE-CN UP entry point (UE_UPF) if uplink packets provided by the UE are to be forwarded by the TNL using information (e.g. destination address) contained in a packet header.
the user plane QoS parameters associated with the network slice instance.
the identity (e.g. entry point) of the UE-CN CP function (UE_CPF) for receiving uplink NAS signalling traffic associated with the commissioned network slice instance. This parameter is provided only if the network service includes NSI-specific control plane functions for interacting with the UE. This parameter may also include TNL-specific information for communicating with the UE-CN CP function (UE_CPF).
the NAS control plane QoS parameters associated with the network slice instance. These parameters are provided only if the network service includes NSI-specific control plane functions for interacting with the UE.
the identity (e.g. entry point) of a RAN-CN CP function (CPF‑13) associated with the commissioned network slice instance that enables the exchange of per-UE, NSI-specific control information between the RAN and CN. This parameter may also include TNL-specific information for communicating with the designated CP function (CPF‑13).
If the RAN is not pre-configured with information for the designated NSI, the procedure resumes at step (4) in clause Y.2.
In some instances, the UE Attach Response will redirect the RAN to another CN CP entity for UE authentication and authorisation. This may, for example, be required if authentication and authorisation is performed by an NIS-specific CN CP function. In this case, the RAN repeats step (2) by sending the UE Attach Request to the designated CN CP entity.
1. If authorised, the RAN sends a [RAN-CN CP] Service Configuration Request to the designated RAN‑CN CP function (CPF‑13) associated with the selected network slice instance. This request includes:
the destination (e.g. entry point) within the RAN to be used by the NSI for downlink UE-CN UP traffic sent to the UE. This parameter may also include TNL-specific information for communicating with the RAN.
the destination (e.g. entry point) within the RAN to be used by the NSI for downlink UE-CN CP traffic sent to the UE. This parameter may also include TNL-specific information for communicating with the RAN. This parameter is provided only if only if the network service includes NSI-specific control plane functions for interacting with the UE.
1. Once configuration has been completed, the CN (CPF‑13) sends a [RAN-CN CP] Service Configuration Response to the RAN.
1. The RAN sends a [RAN-UE CP] Attach Response to the UE indicating successful attachment to the network.

Y.5	Re-attachment to a Network Slice Instance
Figure Y.4 summaries the procedure used by a UE to become re-associated with a network slice instance. In the illustrated procedure, context information maintained by the RAN is used to connect to the previously-determined network slice instance. Re-attachment to a network slice instance may be triggered by a specific service request, as illustrated below, or by some other event such as a re-attachment request (similar to clause Y.3) or a change in RRC state.
Editor's note:	Other events that may trigger a network slice instance re-attachment are FFS.
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Figure Y.4 : Re-attachment to a Network Slice
1. The UE sends a [RAN-UE CP] Service Request to the RAN requesting re-attachment to a particular network service. Since this is a request for re-attachment to this service, the UE provides the handle that was previously supplied by the RAN following an initial service access request (clause Y.2).
Editor's note:	How the RAN prevents unauthorised use of a handle is FFS, based on discussion with SA3.
The RAN uses the handle to retrieve stored context information related to the referenced network slice instance. The stored context information includes:
the identity (e.g. entry point) of a UE-CN UP function (UE_UPF) for receiving uplink user plane traffic associated with the network slice instance. This may also include TNL-specific information for communicating with the UE‑CN UP function (UE_UPF).
the RAN may not have a UE-CN UP entry point (UE_UPF) recorded if uplink packets provided by the UE are to be forwarded by the TNL using information (e.g. destination address) contained in a packet header.
the user plane QoS parameters associated with the network slice instance and/or the UE.
the identity (e.g. entry point) of the UE-CN CP function (UE_CPF) for receiving uplink NAS signalling traffic associated with the commissioned network slice instance. This parameter exists only if the network service includes NSI-specific control plane functions for interacting with the UE. This parameter may also include TNL-specific information for communicating with the UE-CN CP function (UE_CPF).
the control plane QoS parameters associated with the network slice instance. These parameters exist only if the network service includes NSI-specific control plane functions for interacting with the UE.
the identity (e.g. entry point) of a RAN-CN CP function (CPF‑23) associated with the commissioned network slice instance that enables the exchange of per-UE, NSI-specific control information between the RAN and CN. This parameter may also include TNL-specific information for communicating with the designated CP function (CPF‑23).
Editor's note:	How the RAN retrieves this information is FFS.
1. If necessary, the RAN sends a [RAN-CN CP] Service Configuration Request to the RAN‑CN CP function (CPF‑23) associated with the network slice instance. This request includes:
the destination (e.g. entry point) within the RAN to be used by the NSI for downlink UE-CN UP traffic sent to the UE. This parameter may also include TNL-specific information for communicating with the RAN.
the destination (e.g. entry point) within the RAN to be used by the NSI for downlink UE-CN CP traffic sent to the UE. This parameter may also include TNL-specific information for communicating with the RAN. This parameter is provided only if only if the network service includes NSI-specific control plane functions for interacting with the UE.
Note that this step (2) and the following step (3) are optional and only required if the destinations (e.g. entry points) within the RAN to be used by the network slice instance for downlink traffic have changed (e.g. due to UE mobility).
1. Once configuration has been completed, the CN (CPF‑23) sends a [RAN-CN CP] Service Configuration Response to the RAN.
1. The RAN sends a [RAN-UE CP] Service Response to the UE indicating successful re-attachment to the network service. The response may include an updated handle that can be subsequently used by the UE to request reconnection to the network service (NSI).

END OF CHANGE #2
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