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1
Introduction
In last meeting, the use cases on video optimization was agreed in TR36.933 ([1]). This contribution analyses the possible solutions.
2
Detailed analysis

As described in TR36.933 ([1]), the main issue is for the interworking with 3rd party applications, i.e. OTT video. We need to note that SA2 already analyzed the interworking with data application providers TR23.862 ([4]). The related section from TR23.862 is copied as below:
---

6.1.5.5
Policy Control Interaction Procedures Triggered by Non-IMS Application

6.1.5.5.1
Procedures for MNO Owned and 3rd Party Owned Non-IMS AS Cases
The following requirement is specified in TS 22.278, clause 5.3.
-
The Evolved Packet System shall support policy control interactions between a mobile operator and data applications for all scenarios triggered by application layer signalling or by user plane traffic.

To accommodate the above requirement, when there is a request for a new service requiring QoS guarantee, policy control interaction procedures are as per clause 7.4 of TS 23.203 [7]. 
NOTE:
The PCRF is assumed to have the knowledge about what QoS is to be authorized for the specific application.
---
From SA2 analysis, when there is a request for a new service requiring QoS guarantee, PCC can be used. 

Observation 1: SA2 already analysed the interworking between mobile operators and data application providers, and concluded that PCC can still be used when there is a service requiring QoS guarantee.
Proposal 1: any non-PCC based solution for video optimization should be justified. 
2.1 
Empty buffer

The empty buffer issue was agreed as below ([1]):
---

Issue 1: Empty buffer
The user is watching a streaming video. When the UE requests for some not yet buffered video segments e.g. by dragging a play scroll bar or when playout buffer is exhausted due to link throughput fluctuation and if the scheduling priority of the video content is not set accordingly, the video playing would probably stall depends on some condition, e.g. eNB’s load and UE’s QoS profile. 
---
When the user drag a play scroll bar for some not yet buffer video segments, it takes some time to re-buffer the video segments. It is a common knowledge that the user need to wait for a short period until the video can be played. If the user has concern about the stall, there may be two possible options: 
· Solution 1: UE request a higher QoS profile, e.g. GBR bearer, or premium non-GBR bearer

If the user is unsatisfied at the re-buffer period, the user can request a higher QoS profile. GBR bearer is better than a non-GBR bearer, especially when the eNB is loaded. Even for non-GBR bearer, current TS23.203 defines various QCIs, e.g. QCI 8 for “premium bearer” and QCI 9 for “default bearer”. 
Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority Level
	Packet Delay Budget

(NOTE 13)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	
	
	
	
	
	

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.




One may argue that the user or operator may choose to share an EPS bearer for both OTT video service and other non-video services, e.g. web surfing. This is true, but current LTE QoS architecture does not differentiate the packets sharing an EPS bearer. When the user or operator select this option, they should accept the potential negative impacts due to the restriction of current LTE QoS architecture. 
· Solution 2: eNB temporarily prioritize the video packets. 
In this option, UE may request the eNB to prioritize the video packets in order to reduce the stall period. However, there are some issues:
· Security: a malicious UE may keep requesting to prioritize the DL packets. The eNB has no way to differentiate a legitimate UE or a malicious UE. This was one of the reasons for current PCC that core network entity makes the QoS decision. 
· Unfair to other UEs: This is unfair to other UEs who may have the same QoS profile, but only surf Internet without using OTT video service. 

· Charging issue: If a legitimate UE keeps requesting prioritize the OTT video service, how to charge the UE? 

· How can the eNB know how much downlink packets (or how long) need to be prioritized? A UE may request to prioritize 30-seconds, or 10M downlink packets, how can the eNB authorize the UE’s request?
Considering these issues, this option need to be further analysed. In case the eNB really need to prioritize the video packets, it is preferred that eNB receive the request from a trust entity, rather a UE.
Observation 2: There are many issues for UE requested prioritization. 
Proposal 2: capture the two solutions in TR 36.933.
TR36.933 also describes another scenario for Empty buffer, which is caused by link throughput fluctuation. In case the OTT video uses GBR bearer, this may be very rare. It only happens when OTT video uses non-GBR bearer. SA4 already analysed this issue in TR23.976. The conclusion is 
---

6.12.4 Conclusions and Gap Analysis

…
· such operation can be supported by the supplying a GBR bearer at a bitrate that enables real-time delivery of at least a minimum set (typically audio and video) of lower quality Representations.
· if the operator decides to send DASH content over a non-GBR bearer initially, it may be useful to initiate QoS update procedure with GBR QoS parameter once the network gets more loaded. 
---

In addition, due to the nature of non-GBR bearer, using non-GBR bearer cannot guarantee the UE can play the video in a continuous way. Temporarily prioritize the video packets can only partially address the issue. The UE may frequently has empty buffer if the guaranteed bitrate is below the required bitrate for the lower quality representations.
Observation 3: To ensure a continuous play of video, GBR bearer should be used. The GBR bearer should have a bitrate larger than the minimum data rate required by the lower quality representations.
Proposal 3: To address the issue for empty buffer due to link throughput fluctuation, adopt SA4 analysis that UE should use a GBR bearer at a bitrate that enables real-time delivery of at least a minimum set (typically audio and video) of lower quality Representations.

2.2 
Inaccurate throughput prediction for DASH

The issue is described as below:
---

Issue 2: Inaccurate throughput prediction for DASH
DASH client requests video quality based on downlink throughput prediction. However, unless appropriate priority is assigned to video traffic, UE may not accurately predict the downlink throughput because it is impacted not only by its own channel status but also by the other UE’s traffic and channel status. Conservative requesting low data rate video segment leads to low video quality and aggressive requesting high data rate video segment leads to more video stalling.

---

The estimated download rate plays a very important role in DASH. A DASH client may take into consideration available QoS information, e.g. estimated download rate, when requesting representations such that the consumed content bandwidth remains within the limits established by the signalled QoS information. In a simple and straightforward implementation ([7]), a DASH client decides downloading the next segment based on the following status information:

the currently available buffer in the media pipeline, buffer

the currently estimated download rate, rate

the value of the attribute @minBufferTime, MBT

the set of values of the @bandwidth attribute for each Representation i, BW[i]
The estimated download rate, rate, is also used in selecting a suitable Representation i. For example, the DASH client can choose download/switch to a Representation i for which BW[i] ≤ rate*buffer/MBT without emptying the buffer.
Utilization of QoS information has been discussed in SA4 for a while. According to TR26.938 ([5]), 

---

The topic of QoS support for DASH services has been an active area of discussion in 3GPP SA4 since Release 10 and has resulted in specification work on the derivation of QoS mapping guidelines from the DASH MPD in 3GPP TS 26.247 (informative Annex I) [2] to be used by the application function (AF) of 3GPP Policy Charging and Control (PCC) architecture [15], [16], [17], and [18].

…

It should be noted that in the 3GPP system, PCC-level signalling can already accomplish the communication of network QoS information to the client device (user equipment or UE) and therefore the DASH client can locally (within the UE) obtain the QoS information via internal APIs.

The PCC architecture is defined in TS 23.203 [15] and provides the Rx reference point, which enables the application layer to authorize a specific usage. In this architecture the DASH HTTP streaming server or any other function in the HTTP streaming path (e.g. an HTTP proxy) can act as Application Function and interact with the PCRF via the Rx reference point for QoS control. It is assumed here that the AF has knowledge of the application type and of the MPD. The relevant AVPs are the ones enabling the PCRF to establish bearers with correct characteristics for DASH users. The AVPs are defined in TS 29.214 [18]. The further PCRF mapping from AVP to IP QoS parameter mapping is defined in TS 29.213 [17].

Figure 6.4 depicts an example PCC architecture delivering end-to-end QoS support for DASH services with the capability to interpret the media presentation description (MPD) in order to gain information on the application-layer parameters for DASH content. In the current PCC architecture, the application function (AF) interacts with the applications requiring dynamic policy and charging control. Hence, in order to provide QoS for DASH services, the AF can extract DASH content information from the MPD, map it into the appropriate attribute-value pairs (AVPs), and provide the AVPs to the policy and charging rules function (PCRF) over the Rx reference point. The PCRF combines the DASH-related AVPs received over the Rx reference point and the input received from the Gx and Gxa/Gxc reference points with user-specific policies data from the subscriber profile repository (SPR) to form session-level policy decisions and provides those to the PCEF and BBERF. In other words, the PCRF takes the subscriber information into account when setting QoS. Access-specific QoS parameters are then communicated to the UE from PCEF/BBERF. In particular, [19] describes how the UE acquires QoS information during dedicated bearer activation and bearer modification with bearer QoS update. It is also noted in [19] that "application usage of the EPS bearer QoS information is implementation dependent".
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Figure 6.4: An example policy and charging control (PCC) architecture to deliver QoS for DASH services

---
So according to SA4 analysis, current PCC can already provide the QoS information to the UE. More importantly, SA4 did not see any issue for current mechanism. We believe this is the main reason why SA4 does not see the need to include RAN-level interfaces or the interfaces between DANEs and RAN elements into their study. 
Observation 4: SA4 concluded current PCC can already accomplish the communication of network QoS information to the client device, and SA4 did not see any issue for current PCC mechanism. 
Proposal 4: adopt SA4 conclusion to continuous use current PCC mechanism to communicate the network QoS information to the UE.
2.3 
Long video delay
The issue is described as below:
---

Issue 3: Long video delay 
In HTTP based streaming, client first buffers some content, i.e. initial buffering, before playout in order to absorb the throughput and delay fluctuation. Assuming that scheduling priority is not appropriately set, a large buffer may cause long delay, thus lead to bad user experience. 
---
The main issue from this scenario is how to set the appropriate the buffer to avoid long delay. It is the UE/application’s implementation issue on how to set appropriate buffer. Similar issue has been studied by SA4 (TR26.938, and TS26.247). 
---
Therefore, a couple of strategies may be considered as a tradeoff of for start-up delay, presentation delay and sufficient buffer at the beginning of the service, when joining at the live edge:

1) The client downloads the next available segment and schedules playout with delay PD. This maximizes the initial buffer prior to playout, but typically results in undesired long start-up delay.

2) The client downloads the latest available segment and schedules playout with delay PD. This provides large initial buffer prior to playout, but typically results in undesired long start-up delay.

3) The client downloads the earliest available segment that can be downloaded to schedules playout with delay PD. This provides a smaller initial prior to playout, but results in reasonable start-up delay. The buffer may be filled gradually by downloading later segments faster than their media playout rate, i.e. by initially choosing Representations that have lower bitrate than the access bandwidth.
---
If the UE adopts this strategy, the start-up delay is the period to download the earliest available segment, which typically uses with the lower bitrate. Similar to previous discussion, this period is related to the UE’s QoS profile and eNB’s load. For example, if the UE has higher QoS profile, or uses GBR bearer or higher priority non-GBR bearer, the start-up delay can be reduced. 
Observation 5: in order for continuous playout, the UE need to have a minimum bandwidth than is higher that the bit rate of the Representation.
Proposal 5: The long video delay issue can be addressed by setting appropriate buffer, and higher QoS profile for UE.
4
Summary
This contribution analyzed the issues for video optimization. Our proposals are
Observation 1: SA2 already analysed the interworking between mobile operators and data application providers, and concluded that PCC can still be used when there is a service requiring QoS guarantee.

Observation 2: There are many issues for UE requested prioritization. 
Observation 3: To ensure a continuous play of video, GBR bearer should be used. The GBR bearer should have a bitrate larger than the minimum data rate required by the lower quality representations.

Observation 4: SA4 concluded current PCC can already accomplish the communication of network QoS information to the client device, and SA4 did not see any issue for current PCC mechanism. 
Observation 5: in order for continuous playout, the UE need to have a minimum bandwidth than is higher that the bit rate of the Representation.

Proposal 1: any non-PCC based solution for video optimization should be justified. 
Proposal 2: capture the two solutions in TR 36.933.
Proposal 3: To address the issue for empty buffer due to link throughput fluctuation, adopt SA4 analysis that UE should use a GBR bearer at a bitrate that enables real-time delivery of at least a minimum set (typically audio and video) of lower quality Representations.

Proposal 4: adopt SA4 conclusion to continuous use current PCC mechanism to communicate the network QoS information to the UE.
Proposal 5: The long video delay issue can be addressed by setting appropriate buffer, and higher QoS profile for UE.
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