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1. Introduction
According to the SID [1], RAN3 shall “Study and identify the basic structure and operation of realization of RAN Networks functions (NFs)”. Furthermore, the current draft of the TR 38.801 [5] contains a section 8 titled ” Realization of RAN Network Functions” with an editor’s note clarifying that the “Intension is to capture aspects related to virtualization in this section”, which is currently empty. 
In this contributions we provide some considerations on the issue of “Realization of Network Functions”, with the intention to fill up the relevant section in the TR and to address the editor’s note.
2. Discussion
Network architecture design in terms of Network Functions (NFs) is a useful method, which has been used in 3GPP in for EPC and to some extent for LTE RAN. The NR requirements, e.g. the requirements to support network slicing and centralized deployments, provide further incentives to design NR RAN in terms of NFs.

In the context of network slicing, RAN design in terms of NF can be useful as this would allow deployment of service-tailed NFs. For example, different NFs can be mixed and match for different applications and different verticals.
In the context of Network Function Virtualization (NFV), which is a promising technology that has been successfully deployed already, RAN design in terms of NF is a requirement, as once RAN NFs are defined it becomes possible to study which NFs can be virtualized. NFV is one of the requirements for NR, as stated in the SID [1]: “The RAN architecture shall allow deployments using Network Function Virtualization”, which leads us to the first observation that RAN design in terms of NF is a mandatory requirement for the NR study.
Observation 1: RAN design in terms of NFs is mandated by the SID and required to support network slicing, centralized deployments and NFV.
As mentioned in our previous contribution [3], eventually the RAN NFV work shall happen in SA5, and indeed SA5 are considering to approve a new SI on this subject or to enhance the existing NFV study to cover RAN. This intention was indicated in the SA5 LS [4] to RAN3, in which SA3 are asking which RAN network functions can be virtualized.
Observation 2: RAN design in terms of NFs is required for SA5 work on NFV.

In order to address RAN3 objectives from the SID [1] and to allow SA5 work, RAN3 needs to discuss certain aspects related to the realization of the RAN network functions, which are outlined below. In the next section we first discuss the requirements for RAN NF design and subsequently discuss which RAN NFs shall be defined.
2.1 Requirements
In this section we discuss thе requirements for NR RAN design, needed to address the SI objectives related to the realization of NFs.
The first requirement is to design RAN in terms of NFs, which we described already above. Looking further into this issue, there are two extreme possibilities to consider. One option is to define NR gNB as a single “monolithic” NF. The issue with this approach is that obviously it cannot support the distributed deployment scenario agreed in the TR 38.801 [5]. Moreover, “monolithic” RAN architecture with eNB containing all the RAN functionality cannot be virtualized, as it contains hardware components (e.g. RF). This obviously rules out the option to design NR gNB as a single NF. The other extreme could be to look into the detailed eNB design and to specify each eNB function as a separate NF. Since there are many such functions (e.g. PHY, PHY control, protocol stack, RRM, SON, network interfaces and many others) which may vary between different vendors, this approach does not seem practical. This leads us to the first requirement, which is – NR gNB shall be designed in terms of NFs, however the number of distinct RAN NFs shall be minimized.

Requirement 1: NR gNB shall be designed in terms of NFs, however the number of distinct RAN NFs shall be minimized.

Since one of the reason to design RAN in terms of NFs is NFV support, as mandated in the SID [1] and requested by SA5 [4], RAN needs to support both centralized and distributed deployment scenarios. This is a pre-requisite which would eventually allow RAN3 to study which NFs can be virtualized and therefore can be placed in the CU and which NFs cannot be virtualized, and therefore have to be placed in the DU. Therefore, another requirement (already agreed in the TR 38.801 [5]) is to support both distributed and centralized deployments.
Requirement 2: NR shall support both distributed and centralized deployment scenarios.

We would like to note that RAN design in terms of NFs which allows the centralized deployment does not preclude deployment options which are nor centralized. As it is often the case with many network functions defined in 3GPP, the network implementation has the freedom to “collapse” all NFs into a single node, which would be the equivalent of LTE-like “monolithic” RAN architecture.

Another aspect related to NFV design is the issue of RAN functional split. As mentioned above, only NFs which can be implemented in software (potentially with some hardware accelerators) can be subject to virtualization. Therefore, it is important to design RAN functional split so that the centralized unit functionality can be virtualized.in order to support virtualization RAN needs to support at least one functional split.

Requirement 3: NR shall support at least one functional split, such that the centralized NF can be virtualized.
As one of the requirements for NR is to support control/user plane separation (which is discussed in a separate contribution [6]) it is beneficial to categorize RAN NFs into control and user plane. This would naturally allow for control/user plane separation. As it may be challenging or unnecessary complex to do so for all RAN NFs (e.g. PHY), it may be sufficient to define separate control and user plane NFs for higher level functionality, which can be placed in the DU and virtualized.
Requirement 4: at least higher layer RAN NFs shall be categorized as control or user plane.

Once we define RAN NFs, the next logical step is to discuss which RAN NFs can be virtualized. This is needed to fulfil the SID objective of RAN virtualization support. Therefore, once RAN NFs are defined, RAN3 shall discuss which RAN NFs can be virtualized and capture the agreement in the TR 38.801 [5].

Requirement 5: RAN NFs shall be categorized as virtualizable or non-virtualizable.
Virtualizable RAN NFs can be deployed on virtual machines running on standard servers. Non virtualizable RAN NFs contain hardware components (e.g. RF), which cannot be implemented in software only. Virtualizable RAN NFs can be placed in either CU or DU, non-virtualizable RAN NFs can only be placed in DU. As CU is the primary target for virtualization, at least CU shall support virtualization. RAN3 may further discuss whether virtualization in DU needs to be supported.
Requirement 6: At least the centralized unit (CU) shall support virtualization, i.e. shall contain network functions that can be virtualized. 
Yet another NR requirement as stated in the TR 38.913 [2] is to support “application functions close together at the edges of the network”, RAN shall also support application NFs. This requirement can be naturally fulfilled if at least CU supports virtualization. One example of applications which can be supported by RAN NFV is Mobile Edge Computing (MEC).
Requirement 7: RAN shall also support application NFs, (e.g. MEC).
Based on these considerations we propose to agree the requirements above for inclusion in the TR 38.801 [5].
Proposal 1: to agree the requirements above for inclusion in the TR 38.801 [5].

2.4 Network Functions

As we mentioned above, the key challenge in RAN NF discussion is on one hand to define NFs allowing control plane/user plane separation as well as centralized and distributed deployments, while on the other hand not to go into extreme level of detail, which may complicate standardization and limit network vendor flexibility in designing their products. Therefore, the number of RAN NFs should be kept to a minimum, while still supporting virtualizable NFs, RAN functional split and control/user plane separation as required by the NR SI objectives.
There are few possible approaches to defined RAN NFs. One possibility is to look into gNB implementation architecture and discuss gNB functions which can in theory be defined as separate NFs, such as: PHY, PHY control, MAC, RLC, PDCP, RRM, SON, UE handling, network interfaces etc. We be such approach is not ideal, as different vendors may have different implementations and therefore if we choose to define NFs at this level of granularity, it would be hard to come up with definitions covering all possible implementations.

Another possibility is to look into the list of NR RAN functions in clause 6.1.1.1 of the TR 38/913 [2] and to group these functions, this defining RAN NFs. Even though this approach is more practical, than the first one, it is still quite challenging. This is because while some functions, e.g. header compression paging, can be easily defined as self-contained NFs, this may not be the case for some other agreed NR RAN functions, such as network slicing, handover and tight interworking with LTE. This is because at least some of these functions may be implemented in different modules/NFs in practical implementation.
Based on the considerations above, we think that the most practical approach to defining NR RAN NFs is to model the gNB in terms of network interfaces, protocol stack (to be defined in RAN2), PHY and RF. These are well known “modules” that have been used in 3GPP specifications in the past. With this in mind we propose the following definition of RAN NFs:
1. RAN-NF1: Termination of control plane network interfaces, including CN and RAN. 
2. RAN-NF2: Termination of user plane network interfaces, including CN and RAN.

3. RAN-NF3: Upper layer user plane radio protocols (e.g. PDCP)

4. RAN-NF4: Upper layer control plane radio protocols (e.g. RRC)

4. RAN-NF5: Lower layer radio protocols (e.g. RLC and MAC), PHY and RF

5. RAN-NF5: Applications (e.g. MEC)
As mentioned above, once RAN NFs are defined, it is important to discuss which NFs can be virtualized and which not. While this question depends on many factors and implementation choices, it is generally reasonable to assume that NFs that have hardware components cannot be virtualized, while NFs that can be implemented in software can also be virtualized. It is understood that some implementations may choose to offload some tasks to hardware, which may slightly complicate virtualization, but this in itself should not preclude it. Therefore, we think that RAN-NF5 has to contain hardware components (e.g. RF) and therefore is non-virtualizable. The rest of RAN NFs defined above can be implemented in software and therefore can be virtualized.
3. Conclusions and Proposals

Based on the following observations: 
Observation 1: RAN design in terms of NFs is both mandated by the SID and required to support network slicing, centralized and distributed deployments and NFV.

Observation 2: RAN design in terms of NFs as well as the study on which NFs can be virtualized is required for SA5 work on NFV.
We propose:

Proposal 1: to agree the requirements above for inclusion in the TR 38.801 [5].
Proposal 2: to capture text proposal below on NF requirements and NF definitions in the TR 38.801 [5].
Example text proposal for TR 38.801 [5] is provided below.
4. Text Proposal
8
Realization of RAN Network Functions
Editor’s note: Intension is to capture aspects related to virtualization in this section.
8.1
Requirements

In order to support Network Function Virtualization (NFV) NR RAN shall address the following requirements:

1. RAN architecture shall be defined in terms of RAN Network Functions (NFs), however the number of distinct RAN NFs shall be minimized.

2. RAN shall support a distributed architecture with Centralized Unit (CU) and Distributed Units (DU). 

3. RAN shall support at least one functional split between central and distributed units. 
4. At least higher layer RAN NFs shall be categorized as control or user plane.
5. RAN NFs shall be categorized as virtualizable or non-virtualizable.
6. At least the centralized unit (CU) shall support virtualization, i.e. shall contain network functions that can be virtualized.

7. RAN shall also support application NFs, (e.g. MEC).

8.4
RAN Network Functions

The following RAN Network Functions (NFs) are defined:

1. RAN-NF1: Termination of control plane network interfaces, including CN and RAN. 

2. RAN-NF2: Termination of user plane network interfaces, including CN and RAN.

3. RAN-NF3: Upper layer user plane radio protocols (e.g. PDCP)

4. RAN-NF4: Upper layer control plane radio protocols (e.g. RRC)

4. RAN-NF5: Lower layer radio protocols (e.g. RLC and MAC), PHY and RF

5. RAN-NF5: Applications (e.g. MEC)
RAN-NF5 has to contain hardware components (e.g. RF) and therefore is non-virtualizable. The rest of RAN NFs defined above can be virtualized.
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