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1
Introduction
One of the key differentiator for NextGen system is the slicing concept.
With the slicing concept, one network can be virtually partitioned into several networks, each designed to be optimized for a specific set of requirements corresponding to specific services/applications presenting similar characteristics.

At RAN3#91bis key principles were already identified derived from [5] and captured in the main body of TR 38.801 [4] with some FFS. One of those principles in particular concerning the RAN selection of a suitable CN entity could not be agreed in last minute to allow further checking and therefore an editor’s note was instead added: 
RAN selection of CN entity (FFS)
-
RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice index and a mapping in the RAN node (CN entity, slices supported).

Editor’s note: Need to discuss whether an NNSF-like function is needed that uses the slice index as input for initial selection of a CN entity that supports this slice.
In this paper, we discuss and clarify this principle and remove the FFS above.

2
Selection of serving CN Entity by RAN
According to TR 38.913 [3] the NextGen system architecture will comprise a RAN-CN interface. Assuming similar redundancy principles are adopted for NextGen RAN-CN interface as we had for LTE (i.e. S1-flex), the RAN will face several CN entities which can serve a given UE.

Besides, at RAN3#91bis, the slice selection principle based on the UE providing a NSID (Network Slice index or ID) to the network was already agreed as follows:

Network slice selection
-
RAN shall support the selection of the RAN part of the network slice by an index or ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.

Solutions for such network slice selection are presented in [6], showing different cases of Initial Connection Request from the UE to the RAN depending on whether the UE has already been assigned a serving CN entity or not. Once a CN serving entity has been assigned, one can assume that this CN entity can further allocate for the UE a special CN entity identifier (Temporary ID or Temp ID) which the RAN can use for subsequent routing of UE connections.  Three cases can be described:
Case 1: no Temp ID, no NSID in Connection Request
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Figure 1: RAN selection of a default CN Entity 
In this case the RAN will select a default CN entity. This default CN entity may further re-direct to another serving CN entity if necessary but this re-routing can be done without RAN involvement. 

Case 2: Temp ID in Connection Request
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Figure 2: RAN selection of CN Entity according to received Temp ID
If a CN entity identifier (Temp ID) is received by the RAN in the Initial Request, this means that a valid serving CN entity exists and the RAN can use the Temp ID to route the message. This routing applies with or without NSID included.
Case 3: no Temp ID but NSID included in Connection Request

Two subcases are shown in [6], where NSID y is provided in the Initial Request message without Temp ID:

· Very first registration with no serving CN entity yet allocated but (standardized) NSID pre-configured in the UE

· A serving CN entity has already allocated a NSID y to the UE but the Temp ID is no longer valid. 

When receiving this NSID y it is necessary that the RAN selects one of those CN entities that support the NSID y indicated by the UE. Indeed it is possible that not all CN entities support the same slices.

For example, imagine slice 1 is for eMBB and slice 2 is for Massive MTC, one or more CN entities might support only slice 2 like in EPC an MME could be dedicated to massive MTCs. In such case directing to such CN entity a UE indicating NSID 1 would inevitably lead to a failure. 

Therefore, whenever the UE sends the “NSID y” to the RAN during an initial request without Temp ID, the RAN shall use NSID y in order to select an appropriate CN entity to serve the UE i.e. a CN entity which supports the indicated “NSID y” slice. This assumes that:

-
the RAN node has been previously configured with the slice supporting information (CN entity, supported NSIDs),

-
The RAN is able to route based on this information,

-
The RAN can forward the “NSID y” received from the UE towards the selected CN entity so that this CN entity can further use it in its own slice selection process.
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Figure 3: RAN selection of CN Entity according to received NSID
If multiple CN entities support the requested slice NSID y, then the RAN may additionally use other criteria to further select a suitable CN entity among the multiple ones such as load information. 
Following this initial selection of a suitable CN entity to serve the UE using NSID, this CN entity can further allocate for the UE a special CN entity identifier (Temp ID) which the RAN can use for routing of subsequent UE connections i.e. the RAN can do the routing of subsequent UE connections using this Temp ID instead of the slice indicator NSID y (back to case 2 above). 
3
Conclusion and Proposal
This paper has investigated the impact of network slicing on the selection by the RAN of a suitable CN entity to serve the UE at an initial UE connection request for which the UE has not yet been allocated a CN entity.

It has shown that the RAN node would need to select this CN entity based on slice indicator NSID y when received from the UE. Once this suitable CN entity selection has taken place, for the subsequent UE connections, the RAN may use other identifiers of the CN entity for routing of messages instead of the NSID y.

When no NSID is received the RAN can select a default CN entity enhanced by load balancing algorithm. 

Proposal: Agree to the text proposal for RAN selection of CN Entity shown in annex A.
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Appendix: text proposal for TR 38.801
9
Realization of Network Slicing
9.1
Key principles for support of Network Slicing in RAN
The following key principles apply for support of Network Slicing in RAN
……
RAN selection of CN entity taking into account slices 
-
RAN shall support an initial selection of a suitable CN entity to serve a UE during an initial UE connection (i.e. UE which have not yet been assigned a serving CN entity) based on received slice indicator and a supported slice mapping table in the RAN node (CN entity, slices supported).
-
Once a suitable CN entity to serve the UE has been selected, the RAN may use at subsequent UE connections for the routing of messages an identifier of the CN entity (Temp ID allocated during the first connection above) instead of the slice indicator. 
- 
When no slice indicator is received at this initial UE connection the RAN can select a default CN entity enhanced by load balancing algorithm.
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