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Introduction
In this contribution we propose to discuss the system parameter assumptions, analysis model of different RAN functional splits and their transport network performance requirements, in accordance with the amendment to “requirements for architecture and migration of next generation radio access technologies” of TR 38.913 [2], specifically “the RAN internal function split”. 
2

Discussion
System parameters for function split analysis

To carry on the function split study, assumption of system parameters for different deployment scenarios which related to function split analysis are summarized as below, it will be revisited according to NR RAN1 and RAN2 progress, the aggregated bandwidth, No. antennas refer to NR evaluation assumptions[6].
Table x.1 System parameters

	
	Aggregated Bandwidth
	No. of antennas
	No. of TXRU
	No. of MIMO layer or Beam

(DL/UL)
	Modulation

(DL/UL)
	Peak throughput

(DL/UL)
	Average throughput

(DL/UL)

	<1Ghz
	20Mhz
	64
	TBD
	TBD
	TBD
	TBD
	TBD

	1GHz - 6Ghz
	200Mhz
	256
	TBD
	TBD
	TBD
	TBD
	TBD

	>6Ghz
	1GHz
	256
	TBD
	TBD
	TBD
	TBD
	TBD


Throughput and latency analysis model 

Function split study was conducted [3] [4] on throughput, latency, performance for different function partitions with LTE as example. It is expected that the function split analysis will be along with the progress of NR definition. A throughput and latency analysis model is expected to facilitate the study. Table x.2 are the parameters for the throughput and latency analysis. 

Table x.2 Function split analysis parameters 

	Parameter description
	Name
	Value
	Notes

	Physical layer throughput: 
	Dphy
	TBD
	Physical layer peak throughput, maximum TB throughput

	MAC control throughput
	Cmac
	TBD
	MAC scheduling info from MAC to PHY in DL, and from PHY to MAC in UL

	PDCP overhead factor:  
	OHFpdch
	≈ 1
	PDCP header overhead, 

= length of IP packet/length of PDCP PDU size

	RLC overhead factor:  
	OHFrlc
	≈ 1
	RLC header overhead
= PDCP PDU/RLC PDU 

	MAC overhead
	OHFmac
	≈ 1
	RLC PDU/ MAC PDU

	Data latency in RAN 
	Lran
	TBD
	Latency budget in RAN

	HARQ latency 
	Lharq
	TBD
	Latency budget within HARQ loop

	Latency factor within HARQ
	FLharq
	TBD
	Latency budget factor for split interface within HARQ loop

The interface latency budget = Lharq * FLharq

	Data latency Factor in RAN 
	FLran
	TBD
	Latency budget factor for split interface within RAN and out of HARQ loop
The interface latency budget = Lharq * FLran

	Interface TX.RX overhead 
	OHFtrs
	≈ 1
	the packet encapsulation overhead over the split interface

	Sampling rate
	SR
	TBD
	AD/DA sampling rate

	Sample bits
	Nbit6_1
Nbit6_2

Nbit7
	TBD
	Number of bits per sample on different split interface 

	Number of TXRU
	Ntxru
	TBD
	Number of TXRU

	Number of MIMO layer
	Nlayer
	TBD
	Number of MIMO layer

	CP overhead
	OHcp
	TBD
	Length of cyclic prefix/length of symbol data

	Guard band overhead
	OHguard
	TBD
	Number of guard tone/Number of data subcarrier


Table x.3 are the analysis models for different function splits. Refer to [1] for option 1,2,3,4,5,7. Option 6-1 and option 6-2 are newly proposed in [5] which are two PHY internal split options.
Table x.3 Throughput and latency analysis model
	
	Peak Throughout 
	Latency budget
	Notes 

	Option-1
	( Dphy * OHFrlc* OHFmac* OHFpdcp ) ) * OHFtrs
	Lran *  FLran
	Upper layer and PDCP interface 

	Option-2
	(Dphy  * OHFrlc * OHFmac ) * OHFtrs
	Lran *  FLran
	PDCP and RLC interface 

	Option-3
	( Dphy  * OHFmac ) * OHFtrs
	Lharq* FLharq
	RLC and MAC interface

Part of the DL RLC processing need MAC scheduler info, so suggest RLC is part of HARQ loop

	Option-4
	Dphy * OHFtrs
	Lharq* FLharq
	High MAC and low MAC interface

Assume MAC header added in high MAC

	Option-5
	( Dphy + Cmac  ) * OHFtrs
	Lharq* FLharq
	MAC and PHY interface 

TB + MAC scheduler data

	Option 6-2
	SR * Nbit6_2 * Nlayer* 2 * (1-OHcp)*(1-OHguard)
	Lharq* FLharq
	User stream data interface

	Option 6-1
	SR * Nbit6_1 * Ntxru * 2 * (1-OHcp)*(1-OHguard)
	Lharq* FLharq
	Frequency domain sample interface

	Option 7
	SR * Nbit7 * Ntxru * 2
	Lharq* FLharq
	I/Q interface of each carrier


For option6-1 and option 6-2, the analysis only include data channel, without considering control channel information such random access channel etc. For DL and UL, some parameters’ value might be different, and subject to change.
Proposal 1: Analyze throughput, latency, performance impact of different function split options.

Proposal 2: Adopt table x.1 and x.2 as system parameters assumption and RAN function split parameters as analysis baseline

Proposal 3: Adopt table x.3 as function split analysis model baseline

Proposal 4: Work with RAN1 and RAN2 on system parameters assumption and function split analysis model 
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Conclusions and proposals

Based on the analysis above we propose:

Proposal 1: Analyze throughput, latency, performance impact of different function split options.

Proposal 2: Adopt table x.1 and x.2 as system parameters assumption and RAN function split parameters as analysis baseline

Proposal 3: Adopt table x.3 as function split analysis model baseline

Proposal 4: Work with RAN1 and RAN2 on system parameters assumption and function split analysis model

Text proposal for TR 38.801 [1] is provided below.
3  Text proposal for TR 38.801

--------------------------------------------Start of text proposal---------------------------------------------
X. RAN internal functional split evaluation
System parameters for function split analysis

To carry on the function split study, assumption of system parameters for different deployment scenarios which related to function split analysis are summarized as below, it will be revisited according to NR RAN1 and RAN2 progress. the aggregated bandwidth, No. antennas refer to NR evaluation assumptions[6].

Table x.1 System parameters

	
	Aggregated Bandwidth
	No. of antennas
	No. of TXRU
	No. of MIMO layer or Beam

(DL/UL)
	Modulation

(DL/UL)
	Peak throughput

(DL/UL)
	Average throughput

(DL/UL)

	<1Ghz
	20Mhz
	64
	TBD
	TBD
	TBD
	TBD
	TBD

	1GHz - 6Ghz
	200Mhz
	256
	TBD
	TBD
	TBD
	TBD
	TBD

	>6Ghz
	1GHz
	256
	TBD
	TBD
	TBD
	TBD
	TBD


Throughput and latency analysis model 

Function split study was conducted [3] [4] on throughput, latency, performance for different function partitions with LTE as example. It is expected that the function split analysis will be along with the progress of NR definition. A throughput and latency analysis model is expected to facilitate the study. Table x.2 are the parameters for the throughput and latency analysis. 

Table x.2 Function split analysis parameters 

	Parameter description
	Name
	Value
	Notes

	Physical layer throughput: 
	Dphy
	TBD
	Physical layer peak throughput, maximum TB throughput

	MAC control throughput
	Cmac
	TBD
	MAC scheduling info from MAC to PHY in DL, and from PHY to MAC in UL

	PDCP overhead factor:  
	OHFpdch
	≈ 1
	PDCP header overhead, 

= length of IP packet/length of PDCP PDU size

	RLC overhead factor:  
	OHFrlc
	≈ 1
	RLC header overhead
= PDCP PDU/RLC PDU 

	MAC overhead
	OHFmac
	≈ 1
	RLC PDU/ MAC PDU

	Data latency in RAN 
	Lran
	TBD
	Latency budget in RAN

	HARQ latency 
	Lharq
	TBD
	Latency budget within HARQ loop

	Latency factor within HARQ
	FLharq
	TBD
	Latency budget factor for split interface within HARQ loop

The interface latency budget = Lharq * FLharq

	Data latency Factor in RAN 
	FLran
	TBD
	Latency budget factor for split interface within RAN and out of HARQ loop

The interface latency budget = Lharq * FLran

	Interface TX.RX overhead 
	OHFtrs
	≈ 1
	the packet encapsulation overhead over the split interface

	Sampling rate
	SR
	TBD
	AD/DA sampling rate

	Sample bits
	Nbit6_1

Nbit6_2

Nbit7
	TBD
	Number of bits per sample on different split interface 

	Number of TXRU
	Ntxru
	TBD
	Number of TXRU

	Number of MIMO layer
	Nlayer
	TBD
	Number of MIMO layer

	CP overhead
	OHcp
	TBD
	Length of cyclic prefix/length of symbol data

	Guard band overhead
	OHguard
	TBD
	Number of guard tone/Number of data subcarrier


Table x.3 are the analysis models for different function splits. Refer to [1] for option 1,2,3,4,5,7. Option 6-1 and option 6-2 are newly proposed in [5] which are two PHY internal split options.

Table x.3 Throughput and latency analysis model
	
	Peak Throughout 
	Latency budget
	Notes 

	Option-1
	( Dphy * OHFrlc* OHFmac* OHFpdcp ) ) * OHFtrs
	Lran *  FLran
	Upper layer and PDCP interface 

	Option-2
	(Dphy  * OHFrlc * OHFmac ) * OHFtrs
	Lran *  FLran
	PDCP and RLC interface 

	Option-3
	( Dphy  * OHFmac ) * OHFtrs
	Lharq* FLharq
	RLC and MAC interface

Part of the DL RLC processing need MAC scheduler info, so suggest RLC is part of HARQ loop

	Option-4
	Dphy * OHFtrs
	Lharq* FLharq
	High MAC and low MAC interface

Assume MAC header added in high MAC

	Option-5
	( Dphy + Cmac  ) * OHFtrs
	Lharq* FLharq
	MAC and PHY interface 

TB + MAC scheduler data

	Option 6-2
	SR * Nbit6_2 * Nlayer* 2 * (1-OHcp)*(1-OHguard)
	Lharq* FLharq
	User stream data interface

	Option 6-1
	SR * Nbit6_1 * Ntxru * 2 * (1-OHcp)*(1-OHguard)
	Lharq* FLharq
	Frequency domain sample interface

	Option 7
	SR * Nbit7 * Ntxru * 2
	Lharq* FLharq
	I/Q interface of each carrier


For option6-1 and option 6-2, the analysis only include data channel, without considering control channel information such random access channel etc. For DL and UL, some parameters’ value might be different, and subject to change.

-----------------------------------------------End of text proposal-------------------------------------------
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