TSG-RAN Working Group 3 meeting #92
R3-161380
Nanjing, China, 23th to 27th,  May 2016
Source: 
NTT DOCOMO, INC., KT, Softbank, TIM, Verizon, SKT, Deutsche Telekom, CMCC, AT&T
Title: 
Motivation for standard interface between central and distributed units
Agenda item:
10.4.2
Document for:
Discussion & Decision
1. Introduction
In RAN3#91-bis, splitting of the RAN architecture into a “central unit” and a “distributed unit” was discussed. However, the discussion focused more on the options of the functional split between the central and distributed units, and less was discussed about having a standard interface between them. In this contribution, we describe some motivation to study such a standard interface, and propose to create a section in the RAN3 TR to capture such study.
2. Background
The following requirements are stated in the TR of the Scenarios and Requirements study for Next Generation Access Technologies [1] (note that only relevant bullets are extracted):

The RAN design for the Next Generation Radio Access Technologies shall be designed to fulfill the following requirements:

-
Different options and flexibility for splitting the RAN architecture shall be allowed.

-
RAN-CN interfaces and RAN internal interfaces (both between new RAT logical nodes/functions and between new RAT and LTE logical nodes/functions) shall be open for multi-vendor interoperability. 
As it can be seen from the above, there are interest in (1) having split RAN architectures and (2) having resulting RAN internal interfaces to be open for multi-vendor interoperability.

In line with this, the following objective is stated in the SID of the Technology study for NR [2] (note that only relevant bullets are extracted):

(3)
 Initial work of the study item should allocated high priority on gaining a common understanding on what is required in terms of radio protocol structure and architecture to fulfil objective 1 and 2, with focus on progressing in the following areas
-
Radio interface protocol architecture and procedures

-
Radio Access Network architecture, interface protocols and procedures,



Study on the above 2 bullets shall at least cover:

-
Study the feasibility of different options of splitting the architecture into a “central unit” and a “distributed unit”, with potential interface in between, including transport, configuration and other required functional interactions between these nodes [RAN2, RAN3];

-
Study the alternative solutions with regard to signalling, orchestration, ..., and OAM, where applicable [in co-operation with SA5];

As it can be seen from the above, it is of interest to study the feasibility of (1) different options of splitting the RAN architecture into a “central unit” and a “distributed unit” and (2) defining interfaces between them.

Taking the above into account, many contributions were submitted to RAN2#93bis/RAN3#91bis on the topic of splitting RAN architecture into central unit and distributed unit and the interface between them [3-22]. Based on these contributions, good progress was made at RAN3#91bis (including post meeting email approvals), with text proposals agreed for TNL aspects for fronthaul [23], different options for functional split between central unit and distributed unit [24] and flexible function split [25] (where [24-25] are already captured in the latest RAN3 TR for NR [26]).

3. Motivation to study having a standard interface between central and distributed units

From the contributions to RAN3#91bis and the discussions which took place based on them, it seems that RAN3 is well set and ready to carry out relevant studies on RAN functional split between central and distributed units.

On the other hand, possible challenges and complexities in defining standard interfaces between the central and distributed units were already expressed [10][18][20], also in reference to past experiences (i.e. with Iub for UTRAN).

Although the actual study on the feasibility to define standard interfaces between the central and distributed units is yet to be carried out, some motivations to define standard interfaces are described below.

3.1. Centralized baseband deployment

The C-RAN architecture with centralized baseband units and distributed radio units is now a well-known concept and seeing commercial deployments. Its benefits include performance improvement from multi-cell coordination, ease of deployment and reduced OPEX due to reduced radio unit size/weight and centralized baseband unit, etc. C-RAN will also be a promising architecture for NR, and is also captured in the RAN3 TR for NR [26] as deployment scenarios to be supported (text is copied below).
5.3
Centralized baseband deployment (high performance transport)
NR should support centralized baseband deployments using remote radio units connected over high performance transport, e.g. optical networks, to a centralized baseband unit. This will enable advanced CoMP schemes and scheduling optimization, which could be useful in high capacity scenarios, or scenarios where cross cell coordination is beneficial. Different protocol split options between Central Unit and lower layer nodes may be possible.

Both standalone deployment and co-sited deployment with LTE could be considered for this scenario.
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Figure 5.3-1: Centralized baseband deployments (high performance transport)
5.4
Centralized deployment with low performance transport
NR should support centralization of the higher protocol layers of the NR radio stacks. These protocol layers require lower performances on the transport layer in terms of bandwidth, delay, synchronization and jitter. 

Both standalone deployment and co-sited deployment with LTE could be considered for this scenario.
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Figure 5.4-1: Centralized deployment with low performance transport

3.2. Benefits of multi-vendor central and distributed unit operation

Mobile operators want to optimally deploy various types of NR RAN according to traffic/coverage demands, equipment cost and cell site environment. Moreover, it is expected that they need to install many number of small cells with huge capacity in case millimetre-wave frequency is used for NR cell.
Two benefits of being able to operate the central and distributed units in a multi-vendor manner are illustrated below:

Benefit 1: Distributed unit best suited for the particular deployment scenario / band can be selected, without being tied down to the vendor providing the central unit.
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Figure 1.  Benefit 1 – DUs with different vendors
Benefit 2: When replacing central unit , central unit best suited for the capacity, supported functions and so on can be selected, without being tied down to the vendor providing the distributed unit
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Figure 2. Benefit 2 – Replacement of CU with different vendor
Such flexibility coming from multi-vendor operation allows for modular upgrade of RAN,. To achieve this, the interface between central and distributed units needs to be defined and standardized in an open manner. 
Furthermore, if this interface is standardized, it may be also possible to use it when realizing virtual RAN (e.g. it can be used as the interface between virtualized RAN functions).
4. Proposal

Based on the above, we propose to create a section in the RAN3 TR for NR to capture related study on having a standard interface between the central and distributed units. The text proposal is appended in the end of this document.

5. Conclusion

This contribution illustrated some motivations to study having a standard interface between the central and distributed units of the RAN for NR, and proposes the following:

Proposal: RAN3 is kindly asked to capture the appended TP into the TR 38.801.
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Annex B:
RAN internal functional split

B.1
Functional split between central and distributed unit
In the study item for a new radio access technology, 3GPP is expected to study different functional splits between central and distributed units. LTE protocol stack is taken as a basis for further discussion, with the understanding that the conclusions may need to be revisited, once RAN2 defines the protocol stack for new RAT. The following functional splits between central and distributed unit are possible, as illustrated in Figure D.1-1.
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Figure D.1-1: Function Split between central and distributed unit

Option 1 (1A-like split)
-
The function split in this option is similar as 1A architecture in DC. RRC is in the central unit. PDCP, RLC, MAC, physical layer and RF are in the distributed unit.

Option 2 (3C-like split)
-
The function split in this option is similar as 3C architecture in DC. RRC, PDCP are in the central unit. RLC, MAC, physical layer and RF are in the distributed unit.

Option 3 (RLC-MAC split)
-
MAC, physical layer and RF are in distributed unit. PDCP and RLC are in the central unit.

Option 4 (intra MAC split)
-
RF, physical layer and some part the MAC layer (e.g. HARQ) are in the distributed unit. Upper layer is in the central unit.

Option 5 (MAC-PHY split)
-
Physical layer and RF are in the distributed unit. Upper layers are in the central unit.

Option 6 (intra PHY split)
-
Part of physical layer function and RF are in the distributed unit. Upper layers are in the central unit.

Option 7 (PHY-RF split)
-
RF functionality is in the distributed unit and upper layer are in the central unit.

Editor’s note: The options represented consist of a non-exhaustive list. The work in other working groups on protocols and functions definition shall be monitored and further split options based on such progress shall be added or removed if needed.

Flexible functional split
Some of the benefits of a NR architecture with the flexibility to split and move functions between central and distributed units are below:

-
Flexible HW implementations allows scalable cost effective solutions

-
A split architecture (between central and distributed units) allows for coordination for performance features, load management, real-time performance optimization, and enables NFV/SDN

-
Configurable functional splits enables adaptation to various use cases, such as variable latency on transport

The NR design should support the flexibility to move RAN functions betwen the central unit and distributed unit, and should be studied.     
B.2
Interface between central and distributed unit
Editor’s note: The intention is to capture some feasibility study on defining a standard interface between the central and distributed unit for certain functional splits.
-----------------------Unchanged section omitted------------------------------
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