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1. Introduction
Video takes majority of mobile traffic and will take more share in the future, as show in figure 1 [1]. It is worth to improve the transmission efficiency and QoE of video service. 


Figure 1: Mobile Video Traffic Share Prediction
Note: Figures in parentheses refer to 2015 and 2020 traffic share.
2. Video QoE

Most of the OTT video are based on HTTP streaming, including DASH/HLS. The OTT video QoE metrics mainly include video stalling probability, video quality and initial playout delay.
Video stalling probability

Video stalling means video playout is stopped due to video playout buffer has no content to play and the video program is not completed. Video stalling is usually caused by 

· link congestion
· link throughput change 
· link latency change.

Video quality
Video quality is determined by throughput and video coding. To simplify the video quality evaluation from transport/bearer layers, video throughput is widely used as simplified video quality metric.
Initial playout delay
Initial playout delay is the delay from user click the video link/button to the video is played out in the screen. Large initial playout delay increases the probability of user abandonment. According to Akamai statistics [2], as showed in figure 2, half users would abandon if the start-up delay (i.e. initial playout delay) is longer than 11 sec.
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Figure 2: Abandon probability vs initial playout delay
Before video playout, video client first downloads and buffers some content. The initial buffer is used to absorb the link throughput fluctuation, delay fluctuation and congestion. So, initial buffer length is the major component of the initial playout delay. 

Reducing the initial playout delay is even more important for live video.

Observation 1: Video QoE is largely determined by video stalling probability, video throughput and initial playout delay. 

3.  Issues in video transmission

Operator video is usually based on dedicated QCI, dedicated bearer and has been largely optimized in the context of VoLTE. However, OTT video is usually treated in the same way as normal internet traffic, even background traffic, which leads to poor QoE. 
Without context information of video, current RAN does not know the deadline information of UE requested video object. Therefore, even when the video playout buffer is almost exhausted, the scheduling to the video session would not be prioritized. This leads to high video stalling probability.
Most of the OTT video are based on HTTP streaming, including DASH/HLS. In HTTP based streaming, client first buffers some content, i.e. initial buffering, before playout. The initial buffer contributes majority of video delay. The buffer is used to absorb the throughput and delay fluctuation. Without context information of RAN, the video client cannot accurately predict the throughput/delay and timely react to the link throughput/delay fluctuation e.g. by requesting low throughput video segment. Therefore, video client often conservatively keeps a large playout buffer and leads to long initial playout delay. For example, HLS based live video for sports games often has 20~50 seconds more delay than TV video. 
DASH client requests video quality based on throughput prediction. However, UE cannot accurately predict the throughput because it is impacted not only this UE’s channel status but also the other UE’s traffic and channel status. Conservative requesting low data rate video segment leads to low video quality and aggressive requesting high data rate video segment leads to more video stalling.

So, it is necessary to optimize video delivery by video and RAN mutual aware.  
Observation 2: The QoE of OTT video is poor in current LTE network. It is necessary to optimize the video transmission and improve the QoE by video and RAN mutual context aware. 
A TP for video issue description based on R3-160975 and above analysis is proposed in Annex. 

Proposal 1: Capture the TP for video issue description into TR.

Proposal 2: Study context-aware based optimization for video stalling probability, video throughput, and initial playout delay.
4. OTT video optimization by dedicated QCI/bearer
Carrying OTT video in dedicated bearer with high priority QCI as show in figure 3 could lessen the issues described in section 3. 
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Figure 3: OTT video over dedicated QCI/bearer
However, in this solution, the video traffic is always scheduled with high priority, even when the playout buffer level is high. This reduces the number of video sessions a cell can support. It also increases the delay of non-video traffic. 
Observation 3: Dedicated QCI/bearer could improve the OTT video QoE, with the cost of lower capacity and longer delay for non-video traffic.
Figure 4 is simulation result for the video capacity and stall probability under PF scheduling algorithm and deadline-aware scheduling.


[image: image3]
PF (Proportional Fair) is used as baseline. In PF, the scheduling priority is: P=R/T, where:

· R: the estimated data rate, if the UE is scheduled; 
· T: the average data rate of this UE.

In deadline-aware scheduling, we used playout buffer level as deadline. The scheduling priority is: P=R/max(B-I, 0.001), where:

· B: time to buffer empty at UE side, i.e. buffer level or deadline
· I: Initial playout buffer level, 1 sec is assumed in the simulation.

To make the simulation simple and straight forward, we assumed:

· All UEs have the same geometry 8.7dB,

· All the video segments have same size,

· eNB knows buffer level in real time. 

The result shows that at 1% stalling probability level, PF can support 20 UEs, while deadline-aware scheduling can support 25 UEs, i.e. 25% capacity gain, which may be the lower bound of the gain. 

If more sophisticated deadline-aware scheduling algorithm is used, the capacity gain should be larger. If the eNB further knows the priority information in video coding, similar to class A, B, C of AMR, the video stalling probability could be further reduced by RAN based rate adaption or unequal protection. If the UE geometry is different and is frequently changing due to mobility, the gain should be much larger.
Observation 4: Under same video stalling probability, video deadline-aware scheduling has at least 25% video capacity gain than regular PF scheduling.

5. DASH and video radio adaption
Video encoder usually generates coded video blocks/frames/layers with different priority, similar to class A, B, C of AMR voice. High quality video has more low priority layers/blocks/frames, therefore has large video segment size. Low quality video contains mainly high priority layers/blocks/frames, therefore has small video segment size. 
DASH [3] enables UE based video rate adaption per transport link status. UE requests suitable video quality per UE estimated throughput. UE estimates the transport link throughput mainly based on history throughput information, e.g. by extrapolation. Some smart implementation could further leverage UE measured CQI information for throughput estimation. However, UE throughput is impacted by not only its own channel status, but also other UEs’ traffic and channel status. Without throughput estimation, the rate adaption is not accurate, i.e. sometime too conservative and sometime too aggressive. Conservative requesting low data rate video segment leads to low video quality and aggressive requesting high data rate video segment leads to more video stalling.
If the radio layer could have further adaption as inner loop adaption in addition to outer loop adaption by DASH, the impact of UE throughput estimation error could be reduced.

Observation 5: The impact of UE throughput estimation error in DASH (outer loop rate adaption) could be reduced by video rate adaption in RAN (inner loop rate adaption).

Proposal 3: Study the value of video rate adaption by RAN (inner loop) in addition to DASH (outer loop).

6. Summary
Based on above analysis, we have following observations:

Observation 1: Video QoE is largely determined by video stalling probability, video throughput and initial playout delay. 

Observation 2: The QoE of OTT video is poor in current LTE network. It is necessary to optimize the video transmission and improve the QoE by video and RAN mutual context aware. 

Observation 3: Dedicated QCI/bearer could improve the OTT video QoE, with the cost of lower capacity and longer delay for non-video traffic.
Observation 4: Under same video stalling probability, video deadline-aware scheduling has at least 25% video capacity gain than regular PF scheduling.

Observation 5: The impact of UE throughput estimation error in DASH (outer loop rate adaption) could be reduced by video rate adaption in RAN (inner loop rate adaption).

Based on above observations, we have following proposals:
Proposal 1: Capture the TP for video issue description in Annex into TR 
Proposal 2: Study context-aware based optimization for video stalling probability, video throughput, and initial playout delay.
Proposal 3: Study the value of video rate adaption by RAN (inner loop) in addition to DASH (outer loop).
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Annex: Technical Proposal to TR
Based on above and the discussion in the meeting, this paper provides the text proposal for video transmission issue.
---------------------------------------------------Start of Change------------------------------------------------------------

X
RAN Optimizations Based on Context Awareness
X.1
Issue 1: Video transmission
Operator video is usually based on dedicated QCI, dedicated bearer and has been largely optimized in the context of VoLTE. However, OTT video is usually treated in the same way as normal internet traffic, even background traffic, which leads to poor QoE. 
Dedicated bearer and QCI are static QoS mechanism. It is helpful in lessen the video issues. However, even with dedicated bearer, during video downloading, lack of dynamic video specific information still leads to poor QoE. Below are some examples.
Example 1: Blind Scheduling
Current RAN does not know the deadline information of UE requested video object. If UE suddenly requests for some not yet buffered video segments by dragging a play scroll bar, most probably video playing would stall. Even when the video playout buffer is exhausting, the scheduling to the video session would not be prioritized. This leads to high video stalling probability.
Example 2: Inaccurate throughput prediction for DASH
DASH client requests video quality based on throughput prediction. However, UE cannot accurately predict the throughput because it is impacted not only this UE’s channel status but also the other UE’s traffic and channel status. Conservative requesting low data rate video segment leads to low video quality and aggressive requesting high data rate video segment leads to more video stalling.
Example 3: Long video delay 
In HTTP based streaming, client first buffers some content, i.e. initial buffering, before playout. The initial buffer contributes majority of video delay. The buffer is used to absorb the throughput and delay fluctuation. Without context information of RAN, the video client cannot accurately predict the throughput/delay and timely react to the link throughput/delay fluctuation e.g. by requesting low throughput video segment. Therefore, video client often conservatively keeps a large playout buffer and leads to long initial playout delay.
---------------------------------------------------End of Change--------------------------------------------------------
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