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Introduction
At the RAN3#91bis meeting a list of principles needed to support network slicing in 5G systems were agreed for inclusion in the RAN3 TR38.801. These principles are listed as follows:
RAN awareness of slices
-	RAN shall support a differentiated handling of different network slices which have been pre-configured by the operator. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
Network slice selection
-	RAN shall support the selection of the RAN part of the network slice by an index or ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.
Resource management between slices
-	RAN shall support policy enforcement between slices as per service level agreements.
Support of QoS
-	RAN shall support QoS differentiation within a slice.
RAN selection of CN entity (FFS)
-	RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice index and a mapping in the RAN node (CN entity, slices supported).
Resource isolation between slices (FFS)
-	RAN shall support resource isolation between slices.

The principles above are useful to understand what is needed on the RAN side to enable network slicing. However, these principles need to be enriched with further information and descriptions on how the RAN needs to operate. This paper expands on the discussions carried out at the last meeting.
Principles of Network Slicing 
RAN Resource Management for Network Slicing
One set of principles on which network slicing should be built needs to cover how the RAN handles resources amongst slices. Radio resources are known to be an asset that needs to be managed efficiently. It has been discussed multiple times in 3GPP how it is important to ensure maximisation of RAN resource utilisation. 
This means that efficient radio resource management schemes should ideally be able to use 100% of radio resources every time there is enough traffic demand for it. For this reason it is important that network slicing allows a single RAN to handle multiple network slices over a common pool of radio resources. This gives freedom to the RAN to handle via appropriate RRM mechanisms how to partition resources between slices and how to ensure utilisation maximisation. It is obvious that, in case a network slice needs a certain share of resources to be available at all times, it should be possible to apply at the RAN schemes that e.g. freeze those resources for the sole usage of the network slice services or that pre-empt those resources in cases when they have been utilised for other services that do not belong to the network slice in question. However, 3GPP should not deliberate which possible RRM policy shall be used and shall leave freedom to an implementation to adopt the best RRM policy for a given SLA that applies to a network slice.
Observation 1: it should be possible for a single RAN node to support multiple network slices and to freely use appropriate RRM policies to ensure different levels of slice resource isolation and meet established SLAs
On the other side there might be business cases where a network slice for one or more verticals/services requires a dedicated RAN infrastructure. As an example, this could be the case of services related to national security or armed forces. This case may lead to the deployment of slice specific RAN nodes. However, while this option should not be forbidden by 3GPP it should not be considered as a reference case because it does not allow for RAN resource utilisation maximisation, which is plausibly one of the main requirements for radio resources.
Observation 2: 3GPP should not prevent the possibility of deploying RAN nodes that are dedicated to one or a few network slices. However, the scenario to be considered as reference should be one where one RAN node supports multiple slices.  
The description above maps well to the topic of how to determine policies that control the assignment of UP resources. Additionally, radio resources serve also control channels, which are often common to all UEs served by a radio access node. Namely, it should be assumed that there may be resources allocated to channels available to UEs that would connect to different slices. As an example one could consider broadcast channels (MIB, SIBs) which provide information to all UEs independently of the slice they need to access. Such resources would clearly not be subject to partitioning amongst slices. 
Observation 3: it should be possible to allocate resources for control channels serving all UEs independently of the slice they need to connect. Such resources would not be subject to per slice resource policies 
Nevertheless, there are radio resources used for control channels that might need to be subject to specific per slice policies. As an example one could consider RACH resources, which might need to be policed in order to guarantee UE access to the radio system in accordance to the SLA assigned to the slice (in this case, in accordance to the system access success rate specified by the SLA). This leads to the following observation.  
[bookmark: _Toc447122549][bookmark: _Toc447122561][bookmark: _Toc447122576]Observation 4: The RAN should offer means to protect slices from each other, i.e., avoid that shortage of shared resources (e.g. common signaling resources) in one slice breaks the service level agreement for another slice
As it was already confirmed at the last RAN3 meeting, configuration of network slice policies and functions is derived from agreements in place with the network operator and it is left to implementation.
Observation 5: Configuration of network slice policies and functions is derived by agreements taken by the operator, e.g. SLAs, and it is left to implementation

RAN/CN interaction for Network Slicing
Similarly to the case of a single RAN node supporting multiple network slices, it should be made possible that a single CN entity, e.g. a single MME, can support multiple network slices. This is particularly relevant in cases where a UE may access to multiple network slices simultaneously. In this case, in order to minimise system’s complexity it would be advantageous to maintain a single RAN/CN signalling connection for the UE while accessing multiple slices. Failure to do so would produce a considerable impact in complexity when considering e.g. mobility, authentication, security etc. 
Observation 6: The CN node terminating the UE signalling connection should be able to support multiple network slices. The UE should be able to access multiple network slices over the same RAN/CN signalling connection 
Obviously the above does not exclude the case where MMEs in the CN support a single slice. However, in this case it is advantageous to assume that the network would not allow the UE to connect to the slice associated to a single MME and in parallel to connect to slices associated to other MMEs.
It has been captured in TR38.801 that the RAN should be able to select the right CN node assigned to a network slice requested by the UE. Namely, the concept that was discussed assumes that the UE will present an identification for a given network slice serving the services the UE wants to activate and the RAN will derive from such identification the CN node with which a UE signalling connection establishment needs to be triggered. This process may consist of attempting to establish a signalling connection to a “default” CN node, in a way similar to the mechanisms specified in DECOR. The CN may decide to reroute the signalling connection to other, more appropriate, CN nodes. This needs to be reflected by the principles captured in the RAN3 TR.
Observation 7: The RAN is assumed to receive a network slice identifier that allows to trigger signalling connection establishment with an appropriate node in the CN. Such CN node may consist of the node finally serving the UE or it might reroute the UE to other nodes serving the requested network slice
Conclusions
In this paper a deeper analysis of basic principles on which network slicing should be built has been taken. A number of observations have been made with the purpose of justifying the text proposal in the following section, which expands on the already agreed principles in the RAN3 TR38.801. It is proposed to agree to the TP presented below.
Text Proposal
----------------------------------------------Start of Changes----------------------------------------------
RAN awareness of slices
-	RAN shall support a differentiated handling of different network slices which have been pre-configured by the operator. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
Editor’s note: It is still FFS if 3GPP will still additionally want to standardize a few basic slices and the network functions that comprise them (e.g. eMBB, Massive MTC).
Network slice selection
-	RAN shall support the selection of the RAN part of the network slice by an index or ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.
Editor’s note: How the UE gets this unambiguous index or ID is FFS and to be decided with SA2. The index or ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.
Editor’s note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 
Editor’s note: It is FFS if the RAN may also select the slice based on specific resources accessed by the UE.
Resource management between slices
-	RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice. 
Editor’s note: How RAN handles the requirements coming from the service level agreements is to be discussed with SA2. 
Support of QoS
-	RAN shall support QoS differentiation within a slice.
Editor’s note: It is FFS if RAN shall additionally support QoS enforcement independently per slice.
RAN selection of CN entity (FFS)
-	RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received network slice identifierindex and a mapping in the RAN node (CN entity, slices supported). A CN entity may support one or more network slices.
[bookmark: _GoBack]Editor’s note: Need to discuss whether an NNSF-like function is needed that uses the slice index as input for initial selection of a CN entity that supports this slice.
Resource isolation between slices (FFS)
-	RAN shall support resource isolation between slices. RAN UP resource isolation is achieved by means of RRM policies. RAN CP resource isolation is achieved via RRM policies and via CP and/or control channels protection mechanisms that should avoid that shortage of shared resources (e.g. common signaling resources) in one slice breaks the service level agreement for another slice. 

Editor’s note: Resource isolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.

----------------------------------------------End of Changes----------------------------------------------
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