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1. Introduction
In LTE, C-RAN (Centralized, Cooperative, Cloud & Clean - Radio Access Network) with the central BBU (Base Band Unit) and RRU (Radio Remote Unit), which are connected by CPRI (Common Public Radio Interface), is widely deployed in the market. However, as the boost of technology, the increase of the antenna number lead to a significant increase on the requirement of capacity on CPRI. According to the analysis on the capacity requirement given in [1], the transport requirement for the CPRI in indoor/hotspot scenario will be TB level, which is not acceptable. In order to reduce the requirement on transport capacity and adopt the fronthaul with different transport profile (e.g. capacity, latency), new fronthaul interface should be studied in NR.
In this paper, we discuss the architecture of the fronthaul, then list the possible different fronthaul options, and finally compare the different options based on evaluation metrics.
2. Definition and Description
Fronthaul indicates the transport capabilities and interfaces between internal RAN nodes. 

According to the conclusion in [2], the basic example of fronthauling is the connetion and consequent transport functionality between a central unit and a remote unit.  Another possible example is the connection between multiple remote units. A central unit includes full/partial baseband functions and higher layer control functions. It handles multiple cells and serves as a function pool. A remote unit may include the functions of traditional remote radio units and possibly partial baseband functions.
Now, distributed unit is more accurate instead of remote unit. So the definition of central unit and distributed unit can be described as follow:
· Central unit (CU): The logical node that terminates the NextGen RAN-Core interface on the NR side. A CU includes full/partial baseband functions and higher layer control functions.
· Distributed unit (DU): The logical node connected to the CU and implements the RF function of the transmission point. DU may also have some of the base band functions.
Proposal 1: RAN3 is kindly asked to adopt the above definitions for CU and DU.

We also wonder whether it assume the deployment of “distributed unit” in a cascade way will not be considered in 5G. One example for the cascade “distributed unit” can be found as follow:
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Figure1: The cascade “distributed unit” deployment
In the figure above, two DUs with different types are deployed in a cascade way. The type I DU is connected to CU with type I fronthaul (e.g. a fronthaul similar to X2 interface), and the type II DU is connected to type I DU with type II fronthaul (e.g. a fronthaul similar to CPRI interface). 
Because the deployment of “distributed unit” in a cascade way split the architecture into a “central unit” and multilevel “distributed unit”s, which has not been covered by the SID, we give our proposal as follow:
Proposal 2: RAN3 is kindly asked to clarify whether the deployment of multilevel “distributed unit” should be considered in the SID for new RAT.
3. Fronthaul options
In [3], the possible functional splits between CU and DU are illustrated in Figure 2. 
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Figure 2: Function Split between CU and DU
These are 7 kinds of fronthaul options splitting from RF to PDCP. Since each radio protocol layer means a kind of fronthaul option, as analysis in [1], three kinds of intra-PHY split options (as Option 6A, Option 6B, Option 6C) are shown in Figure 3. 
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Figure 3: Split options of intra-PHY
4. Evaluation matrix for fronthaul split options
Since multiple potential options have been shown in the table, in order to compare the options with each other, the evaluation matrix should be studied and determined for further evaluation and comparison. 
In this section, some aspects for the evaluation matrix are discussed as follow:
1.1 Transport requirements 

Transport requirements for the fronthaul include the following aspect:
· capacity requirement

· transmission delay

· transmissions jitter

· synchronization
Each CU-DU function split option has different capacity requirement on the fronthaul. The peak capability requirement of interface for different CU-DU function split options can be seen in [1]. The demands for the fronthaul capacity differ greatly. Meanwhile, the larger the fronthaul capacity has, the higher cost and complexity will be brought.
The transmission delay includes the data transmission delay, but also includes the data processing time delay. And the transmissions jitter will impact on the processing time of baseband processing. Firstly, the option should fulfill the 5G requirement that the E2E processing delay of user plane should less than 0.5ms (URLLC) and 4ms (eMBB). Secondly, some functions are very sensitive to the delay, such as HARQ. Thus, for an available option, it shall satisfy the performance requirement on the transmission delay and the transmissions jitter. 

The synchronization includes frequency synchronization and phase synchronization. If the synchronization among DUs is obtained through SyncE (Synchronous-Ethernet), the possible options should satisfy the synchronization requirement.
Proposal 3：The transport requirements shall be regarded as one aspect in the evaluation matrix.
1.2 Radio performance
For the different options, the capability of interference coordination in CU is different, so the radio performance is different accordingly. For example, on option 4, there has a centralized scheduling MAC in CU, which can perform multi-cell scheduling and coordinate inter-cell interference, e.g., CS/CB, in order to improve the user throughput. For the different options, the higher split layer of options has, the worse effect of interference coordination will be brought. 

In order to compare the radio performance of each fronthaul option, some evaluations will be expected.
Proposal 4：The radio performance of the fronthaul options shall be regarded as one aspect in the evaluation matrix. And the performance can be evaluated in the following attributes: system total throughput, User data rate, spectrum efficiency, cell edge throughput, etc. 
Proposal 5:  RAN1 and RAN2 are kindly asked to evaluation different split options on radio performance.
1.3 Support of Multi-RATs 
The interworking with both 3GPP and non-3GPP RAT has been considered as a basic requirement in 5G. Therefore, the support of Multi-RAT coordination should also be considered in the comparison of fronthaul options. For example, the following Figure2 gives one possible way to support Multi-RATs.
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Figure 4 Multi-RAT support
Proposal 6：Support of Multi-RATs shall be regarded as one aspect in the evaluation matrix.
1.4 Support of Network Function Virtualization
Because 5G RAN requirement includes allow deployments using NFV (Network Function Virtualization), in order to obtain gain from NFV, CU-DU function split needs to enable NFV/SDN (Software Defined Network).
RAN VNF includes hardware and software components. Due to the distribution of DU, DU isn’t proper to realize NFV. However, CU centralizes the hardware and software components, which is the proper site to be virtualized. It is obvious that the fronthaul options with high concentration in CU can help to realize NFV effectively.
Proposal 7：Support of Network Function Virtualization shall be regarded as one aspect in the evaluation matrix.
1.5 CAPEX and OPEX
When the fronthaul is introduced to solve the capacity problems of CPRI, the CAPEX and OPEX of CU and DU may increase sharply.
Firstly, the fronthaul capacity may significantly vary according to the particular time interval with respect to the traffic pattern. And the fronthaul capacity of the different DUs differs at the same time period. This is also needs to be taken into consideration when evaluating the different CU-DU function split options in order to reduce the CAPEX.
Secondly, if dense DUs are deployed outside, the costs on protecting the devices from a bad natural environment shall be considered. Furthermore, how to savings arise from deferred costs for equipment upgrades and maintenance, power shall be considered.
Lastly, in ultra dense network, thousands of DU may be deployed in the future. How to decrease labor costs on network deployment and maintenance is another problem, some functions can be applied, e.g., SON, MDT.
Proposal 8：The CAPEX and OPEX shall be regarded as one aspect in the evolution matrix.
Proposal 9：The following aspects are proposed to be included in the evaluation matrix: transport requirements, radio performance, support of multi-RAT, support of NFV and CAPEX and OPEX.
According to the above analysis, the summary table of evaluation matrix is given as below:
	T
	Transport requirements
	Radio Performance
	Support of multi-RAT (e.g. LTE, WLAN)
	Support of NFV
	CAPEX and OPEX

	Option 1
	· Low capability requirement of interface up to 30+Gbps (1GHz bandwidth)
· Loose latency requirement (hundreds of ms)
· Require frequency synchronization
	· Similar as 1A architecture in dual connection
	· Support of multi-RAT
	· Proper to realize NFV

	· As to wireless device, highest cost for DU if deployed outdoor
· As to transport deployment, low transport requirement leading to low cost (for example, Gigabit Ethernet)

	Option 2
	· Low capability requirement of interface up to30+Gbps (1GHz bandwidth) 
· Loose latency requirement (tens of ms)
· Require frequency synchronization
	· Similar as 3C architecture in dual connection 
	· Support of multi-RAT
	· Proper to realize NFV
	· As to wireless device, higher cost for DU if deployed outdoor
· As to transport deployment , low transport requirement leading to low cost (for example, Gigabit Ethernet)

	Option 3
	· Low capability requirement of interface up to 30+Gbps (1GHz bandwidth)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization


	· Can’t support CA and COMP scheme
	· Support of multi-RAT
	· Proper to realize NFV
	· As to wireless device, higher cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, bare optical fiber)

	Option 4
	· Low capability requirement of interface up to 30+Gbps (1GHz bandwidth)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization
	· Can’t support CA and COMP scheme
	· Need to be studied
	- Need to be studied
	· As to wireless device, high cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, OTN)

	Option 5
	· High capability requirement of interface up to 40+Gbps (1GHz bandwidth)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization and phase synchronization
	· Centralized scheduling
· Support CA scheme
· Support all DL COMP 
· Support of part UL COMP schemes, for example, CS/CB scheme, CRC calibration scheme
	· NO
	· Need to be studied
	· As to wireless device, high cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, OTN)

	Option6
	· For Option 6A, high capability requirement of interface up to 50+Gbps (1GHz bandwidth)
· For Option 6B, high capability requirement of interface up to 200+Gbps (1GHz bandwidth)
· For Option 6c, high capability requirement of interface up to 6+Tbps (1GHz bandwidth, 256 Antenna Ports)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization and phase synchronization

	· Centralized scheduling
· Support CA scheme
· Support all DL COMP
· Option 6A and 6B can support of part UL COMP schemes , for example, CS/CB scheme, CRC calibration scheme, Max SINR scheme, soft-bit combined scheme
· Option 6C can support of all UL COMP schemes 
	· NO
	· Need to be studied
	· As to wireless device, low cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, OTN)

	Option 7
	· High capability requirement of interface up to 10+Tbps (1GHz bandwidth, 256 Antenna Ports)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization and phase synchronization 
	· Centralized scheduling
· Support CA scheme
· Support all DL COMP and UL COMP schemes 

	· NO
	· Need to be studied
	· As to wireless device, low cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, OTN)


Here the fronthaul split option6 between High-PHY and Low-PHY include three kinds of fronthaul options(Option 6A, Option 6B, Option 6C) according to Figure 2.As analysis in Table 1, especially for uplink, different uplink COMP schemes apply to different options, for example, soft-bit combined scheme can be used in option 6A, 6B and 6C, while joint detection scheme based on channel equalization can only be applied in options 6C. Considering that option6 has variants split options, and different companies may have different view about the High-PHY and Low-PHY. It seems reasonable not to standardize the split option between High-PHY and Low-PHY in order to reduce complexity.
Observation 1: Considering that option6 has variants split options, and different companies may have different view about the High-PHY and Low-PHY. It seems reasonable not to standardize the split option between High-PHY and Low-PHY in order to reduce complexity.
Meanwhile, each option has its own pros and cons, as shown in Table 1. In the case of ideal fronthaul deployment, each option can be implemented unlimitedly. It is up to vendors. Therefore, it is assumed that all the split options can be achieved by implementation in the case of ideal fronthaul deployment without any standardization. 
In the case of non-ideal fronthaul deployment, the options which do not need strict latency requirement e.g., option1, option2 can carry out well. Meanwhile, option1, option2 and option3 can support multi-RAT and NFV well. Therefore, when all of these matrics are considered together, the selected split option within option1, option2 and option3 is supposed to be standardized.   
Observation 2: It is assumed that all the split options can be achieved by implementation in the case of ideal fronthaul deployment without any standardization.
Observation 3: When all of these matrics are considered together, the selected split option within option1, option2 and option3 is supposed to be standardized in the case of non-ideal fronthaul deployment.
5. Conclusion

Here we provide the following observations and it is proposed to agree on the relative proposals.

Proposal 1: RAN3 is kindly asked to adopt the above definitions for CU and DU.

Proposal 2: RAN3 is kindly asked to clarify whether the deployment of multilevel “distributed unit” should be considered in the SID for new RAT.
Proposal 3：The transport requirements shall be regarded as one aspect in the evaluation matrix.
Proposal 4：The radio performance of the fronthaul options shall be regarded as one aspect in the evaluation matrix. And the performance can be evaluated in the following attributes: system total throughput, User data rate, spectrum efficiency, cell edge throughput, etc. 
Proposal 5:  RAN1 and RAN2 are kindly asked to evaluation different split options on radio performance.
Proposal 6：Support of Multi-RATs shall be regarded as one aspect in the evaluation matrix.
Proposal 7：Support of Network Function Virtualization shall be regarded as one aspect in the evaluation matrix.
Proposal 8：The CAPEX and OPEX shall be regarded as one aspect in the evolution matrix.
Proposal 9：The following aspects are proposed to be included in the evaluation matrix: transport requirements, radio performance, support of multi-RAT, support of NFV and CAPEX and OPEX.
Observation 1: Considering that option6 has variants split options, and different companies may have different view about the High-PHY and Low-PHY. It seems reasonable not to standardize the split option between High-PHY and Low-PHY in order to reduce complexity.
Observation 2: It is assumed that all the split options can be achieved by implementation in the case of ideal fronthaul deployment without any standardization.
Observation 3: When all of these matrics are considered together, the selected split option within option1, option2 and option3 is supposed to be standardized in the case of non-ideal fronthaul deployment.
6. Text Proposal 

--------------------------< Start of text proposal for TR38.801 >--------------------------
6.3.2
RAN internal interface
6.3.2.1 Interface between Central Unit and Distributed Unit 
· Central unit (CU): The logical node that terminates the NextGen RAN-Core interface on the NR side. A CU includes full/partial baseband functions and higher layer control functions.
· Distributed unit (DU): The logical node connected to the CU and implements the RF function of the transmission point. DU may also have some of the base band functions.
6.3.2.X Evaluations
The following aspects are proposed to be included in the evaluation matrix: transport requirements, radio performance, support of multi-RAT, support of NFV and CAPEX and OPEX.
                          Table 6.3.2.x-1 Evaluation matrix for fronthaul options
	
	Transport requirements
	Radio Performance
	Support of multi-RAT (e.g. LTE, WLAN)
	Support of NFV
	CAPEX and OPEX

	Option 1
	· Low capability requirement of interface up to 30+Gbps (1GHz bandwidth)
· Loose latency requirement (hundreds of ms)
· Require frequency synchronization
	· Similar as 1A architecture in dual connection
	· Support of multi-RAT
	· Proper to realize NFV

	· As to wireless device, highest cost for DU if deployed outdoor
· As to transport deployment, low transport requirement leading to low cost (for example, Gigabit Ethernet)

	Option 2
	· Low capability requirement of interface up to30+Gbps (1GHz bandwidth) 
· Loose latency requirement (tens of ms)
· Require frequency synchronization
	· Similar as 3C architecture in dual connection 
	· Support of multi-RAT
	· Proper to realize NFV
	· As to wireless device, higher cost for DU if deployed outdoor
· As to transport deployment , low transport requirement leading to low cost (for example, Gigabit Ethernet)

	Option 3
	· Low capability requirement of interface up to 30+Gbps (1GHz bandwidth)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization


	· Can’t support CA and COMP scheme
	· Support of multi-RAT
	· Proper to realize NFV
	· As to wireless device, higher cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, bare optical fiber)

	Option 4
	· Low capability requirement of interface up to 30+Gbps (1GHz bandwidth)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization
	· Can’t support CA and COMP scheme
	· Need to be studied
	- Need to be studied
	· As to wireless device, high cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, OTN)

	Option 5
	· High capability requirement of interface up to 40+Gbps (1GHz bandwidth)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization and phase synchronization
	· Centralized scheduling
· Support CA scheme
· Support all DL COMP 
· Support of part UL COMP schemes, for example, CS/CB scheme, CRC calibration scheme
	· NO
	· Need to be studied
	· As to wireless device, high cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, OTN)

	Option6
	· For Option 6A, high capability requirement of interface up to 50+Gbps (1GHz bandwidth)
· For Option 6B, high capability requirement of interface up to 200+Gbps (1GHz bandwidth)
· For Option 6c, high capability requirement of interface up to 6+Tbps (1GHz bandwidth, 256 Antenna Ports)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization and phase synchronization

	· Centralized scheduling
· Support CA scheme
· Support all DL COMP
· Option 6A and 6B can support of part UL COMP schemes , for example, CS/CB scheme, CRC calibration scheme, Max SINR scheme, soft-bit combined scheme
· Option 6C can support of all UL COMP schemes 
	· NO
	· Need to be studied
	· As to wireless device, low cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, OTN)

	Option 7
	· High capability requirement of interface up to 10+Tbps (1GHz bandwidth, 256 Antenna Ports)
· Strict latency requirement (less than 1TTI)
· Require frequency synchronization and phase synchronization 
	· Centralized scheduling
· Support CA scheme
· Support all DL COMP and UL COMP schemes 

	· NO
	· Need to be studied
	· As to wireless device, low cost for DU if deployed outdoor
· As to transport deployment , high transport requirement leading to high cost (for example, OTN)


--------------------------< End of text proposal for TR38.801 >--------------------------
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