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1 Introduction
RAN slicing was discussed at RAN3#91bis and a TP was agreed in R3-161011. There are several remaining FFS issues in the TP, so this contribution provides our understanding regarding these aspects.
2 Discussion 
2.1.1 Concept of Network slice
The description for “RAN awareness of slices” is copied here for reference.
	RAN awareness of slices: RAN shall support a differentiated handling of different network slices which have been pre-configured by the operator. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.


Although it has been agreed that RAN is aware of Network slices, but it is not clear what the Network slices are referring to. One of the interpretations could be that Network slice refers to CN slice that pre-configured by operator, and then RAN considers how to offer differentiated services to the CN slice; in such case, there is no slice in the RAN. Another interpretation could be that Network slice includes both CN slice and RAN slice; in such case, RAN is split into different RAN slice as CN does. To our understanding, the latter interpretation is more clear and easier to enforce slice isolation function.
Proposal 1:  To consider following updated description about RAN awareness of slices as below:
	RAN awareness of slices: Network slice which have been pre-configured by the operator includes CN part of network slice and RAN part of Network slice. RAN part of Network slice shall support a differentiated handling of different CN part of network slices. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.


2.1.2 Concept of Network slice selection
The description for “Network slice selection” is copied here for reference.
	· Network slice selection: the RAN shall support the selection of the RAN part of the network slice by an index or ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.      

Editor’s Note: How the UE gets this unambiguous index or ID is FFS and to be decided with SA2. The index or ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.

Editor’s Note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 

Editor’s Note: it is FFS if the RAN may also select the slice based on specific resources accessed by the UE.


Since there are two parts of network slice selection: one is referring to RAN part of network slice selection and the other is referring to CN part of network slice selection. Given that the description above is only referring to RAN part of network slice, we propose to change the terminology name accordingly.
Proposal 2: To change the terminology “network slice selection” to “RAN part of network slice selection”.
2.1.3 Concept of index/ID

2.1.3.1 Index/ ID used for selection for RAN part of network slice
It has been agreed to use index to unambiguously identify one of the pre-configured network slices in the PLMN, however, it is not clear yet for NW how to define and use such index/ID.
The index/ID might be referring to the type of network slice, and in such case index/ID resembles the DCN Selection Assistance parameter in eDécor solution. As explained in TR 23.711, the DCN Selection Assistance parameter is assigned by operator to the type of DCN the operator is using. However, it cannot be sufficient for the network slice scenario. As shown in the figure 1 below, RAN Slice 1 and RAN slice 2 are both MBB type, and RAN slice 1 and RAN slice 2 are isolated and serving different group of UEs. If index/ID only refers to slice type, then RAN slice 1 and RAN slice 2 are both valid for selection. Hence RAN slices of the same type cannot be distinguished.
Observation 1: Index/ID used for network slice selection cannot only refer to slice type.
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Figure 1: Network slice selection
The index/ID should identify the implementation ID of Network slice (RAN or CN part). As shown in the figure1, CN selects CN and RAN part slice index for UE1 and provides the corresponding index for UE1, and the index should help CN to identify for the MBB slice 1 in CN and help RAN to identify RAN slice 1in RAN. After UE1 acquires this index, UE1 must carry it when accessing to the RAN and RAN uses this index to select RAN slice1 for the UE1.

Proposal 3: Index/ID should identify the implementation ID of Network slice.
2.1.3.2 Index/ ID used for RAN selection of CN entity
The description of “RAN selection of CN entity” is copied here for reference.
	· RAN selection of CN entity (FFS): the RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice index and a mapping in the RAN node (CN entity, slices supported). 

Editor’s Note: need to discuss whether an NNSF-like function is needed that uses the slice index as input for initial selection of a CN entity that supports this slice.


Firstly, since the complete isolation is the main objective of the network slice, it is necessary for RAN to support initial selection o f corresponding CN entity for the UE.
Proposal 4: The function for RAN initial selection of CN entity is necessary.
Secondly, it is possible that different operator may allocate the same id for the CN part or RAN part of network slice. As shown in figure 1 above, there are CN MBB slice 1(index =1) and CN MBB slice 2(index =2) in CN entity belonging to PLMN1. Meanwhile there are CN MBB slice 1(index =1) and CN MBB slice 2(index = 2) in CN entity belonging to PLMN2. In figure 1, RAN is shared by PLMN1 and PLMN 2. In such case, index/ID needs to support identifying different RAN part or CN part of Network slice across different PLMNs.
Proposal 5:  Index/ID should unambiguously identify network slices across different PLMNs.
2.1.3.3 Conclusion on concept of Index/ID 
Based on above analysis, the index/ID used to network slice selection should support identifying the implementation ID of Network slice across different PLMNs.
Proposal 6:  To consider following updated description about index/ID of slices as below:
	· Network slice selection: the RAN shall support the selection of the RAN pat of the network slice by an index or ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.  The index/ID used to network slice selection should support identifying the implementation ID of RAN part of Network slice across different PLMNs.


2.1.4 RAN side authorization verification
It is FFS how RAN verifies UE authorized to select certain slice and when this verification should happen. To our understanding, the index/ID solution or edécor like solution in R3-161011 can be further split into two execution phases.

Phase I refers to the process when UE acquires the slice index/ID if there is no default or pre-configured slice index/ID in UE. Phase II refers to the process when UE uses such allocated index/ID to access the dedicated network slices. Since different network slices may be isolated from each other, one dedicated network slice may not be able to allocate the index/ID of other slices. It is reasonable that a common Network slice provides the index/ID info in Phase I.

Observation 2: A common network slice for initial access and Index/ID allocation is necessary.
The common CN network slice may authorize UE to access particular dedicated network slice when allocation Index/ID. If CN authorization is passed then the UE is able to access to the targeted network slice later. Therefore, RAN does not need to do any authorization in Phase I.
Observation 3: In phase I, RAN does not need to do any UE’s authorization.
In Phase II, UE tries to search and access the targeted network slice, when the dedicated CN part of network slice is also able to verify UE’s authorization. If the authorization is passed, then UE is able to attach on the desired network slice. Therefore, RAN does not need to do any authorization in Phase II as well.

Observation 4: In phase II, RAN does not need to do any UE’s authorization.

Proposal 7: RAN is not supposed to do any UE’s authorization; SA2/3 should confirm such understanding.
2.1.5 Resource isolation between network slices
There can be different models for network slicing, which impacts the level of resource isolation. 
The model with the most stringent isolation between slices is called static RAN slicing model, having totally separated control plane/user plane/MAC scheduler and physical resources isolation for each slice. The Semi-static RAN slicing model can have separate control plane/user plane and MAC scheduler but shared physical resources among slices. The portion of physical resources for each slice is managed by a common management function. The Dynamic RAN slicing model can have shared control plane/user plane/MAC scheduler as well as physical resources etc. In the static/ Semi-static RAN slicing model, resource isolation can be easily realized by OAM, so we shall only focus on the impacts by the dynamic RAN slicing model.

Firstly, the random access resources for various slices should be isolated. This is particularly important to guarantee the random access success probability for each slice.
Secondly, the resources for data transmission should be isolated and protected between slices. The resources already occupied by one slice cannot be easily pre-emptied by another slice. Or there should be some prioritization mechanism when resource conflicts occur between slices.
Thirdly, RAN needs to perform load control and access control independently for each slice.

Based on the analysis above, 
Proposal 8: To consider following updated description about resource isolation as below:

	· Resource isolation between slices: the RAN shall support resource isolation between slices. 

Editor’s Note: Resource isolation needs to be clarified: It is possible  resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is possible resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.
 The FFS includes at least :

Random access resource for slices should be isolated,;
Resources for data transmission should be isolated between slices;
Load control and access control independently to each slice;


3 Conclusion 
RAN3 is kindly to discuss follows:
Proposal 1:  To consider following updated description about RAN awareness of slices as below:

	RAN awareness of slices: Network slice which have been pre-configured by the operator includes CN part of network slice and RAN part of Network slice. RAN part of Network slice shall support a differentiated handling of different CN part of network slices. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.


Proposal 2: To change the terminology “network slice selection” to “RAN part of network slice selection”.

Proposal 3: Index/ID should identify the implementation ID of Network slice.
Proposal 4: The function for RAN initial selection of CN entity is necessary.
Proposal 5:  Index/ID should unambiguously identify network slices across different PLMNs.
Proposal 6:  To consider following updated description about index/ID of slices as below:

	· Network slice selection: the RAN shall support the selection of the RAN pat of the network slice by an index or ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.  The index/ID used to network slice selection should support identifying the implementation ID of RAN part of Network slice across different PLMNs.


Proposal 7: RAN is not supposed to do any UE’s authorization; SA2/3 should confirm such understanding.
Proposal 8: To consider following updated description about resource isolation as below:

	· Resource isolation between slices: the RAN shall support resource isolation between slices. 

Editor’s Note: Resource isolation needs to be clarified: It is possible  resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is possible resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices. The FFS includes at least :

random access resource for slices should be isolated,;

Resources for data transmission should be isolated between slices;

load control and access control independently to each slice;
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