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1
Introduction
New RAT supporting Ultra-Reliable and Low Latency Communications may support end-to-end latency of 1ms as specified in TR 22.862 [1]. The local breakout is one possible solution enabling the end-to-end ultra-low latency. In this contribution the description of the existing local breakout solutions both specified in 3GPP and discussed in the mobile edge computing (MEC) is presented. The impacts on the NR RAN architecture due to the local breakout enabling are discussed.
2
Background
In the present contribution we propose to consider local break out and MEC as solutions addressing end-to-end latency requirements of the next generation network. We present an overview of several solutions (LIPA, SIPTO and SIPTO@LN) that have been defined in LTE to enable the local breakout in RAN. Additionally, we describe  solutions related to traffic offloading which are standardized n ETSI MEC [3]. We propose to consider these solutions for local breakout in NR RAN to address the end-to-end ultra-low latency requirements.
3.
Description of Existing Solutions
In this section, we briefly describe how the local breakout is enabled in the existing solutions defined by 3GPP and ETSI MEC.
· Local IP Access (LIPA)
This function enables a UE connected via a HeNB to access  IP capable entities in the same residential/enterprise IP network without the user plane traversing the mobile operator's network. It is achieved using either a standalone L-GW or a L-GW collocated with the HeNB.

LIPA PDN connection is established by the UE requesting based on an APN. The L-GW associated with the HeNB is selected by the network to enable a direct user plane path between the L-GW and the HeNB.  The LIPA PDN connection shall be released when the UE moves away from H(e)NB. 
Observation 1: LIPA enables local breakout with PDN connection granularity in the HeNB, however it has limited mobility support.
· Selected IP Traffic Offload (SIPTO) function
The SIPTO function enables an operator to offload certain types of traffic at a network node close to that UE's point of attachment to the access network. It enables the breakout at or above RAN wherein the breakout point is located in the operator’s core network.

The SIPTO connection is established on a per APN basis which is configured in the MME. It can be achieved by selecting a set of GWs (S-GW and P-GW) that are geographically/topologically close to a UE's point of attachment. As a result of UE mobility, the MME is allowed to conduct the GW relocation to redirect a PDN connection towards a different GW that is more appropriate for the UE's new location. Given the GW relocation triggers  IP address change, the services may be disrupted.
Observation 2: SIPTO enables local breakout above RAN with PDN connection granularity, however it has limited mobility support.
· SIPTO at the Local Network (SIPTO@LN)
Similarly to SIPTO, the SIPTO@LN function is intended for offloading Internet. It can be achieved by selecting a L-GW function collocated with the (H)eNB or selecting stand-alone GWs (with S-GW and L-GW collocated) residing in the local network. In both cases the selected IP traffic is offloaded via the local network.  
SIPTO@LN has limited mobility support. The SIPTO@LN PDN connection is to be reactivated unless the Local Home Network (LHN) ID is not changed. The LHN ID is the identifier of the group composed of multiple HeNBs.
Observation 3: SIPTO@LN enables local breakout of Internet traffic with PDN connection granularity, however it has limited mobility support.
· Mobile Edge Computing (MEC)
Mobile-Edge Computing (MEC), which is being standardized by ETSI, offers application developers and content providers cloud-computing capabilities and an IT service environment at the edge of the mobile network. This environment is characterized by ultra-low latency and high bandwidth as well as real-time access to radio network information that can be leveraged by applications.
The Traffic Offload Function (TOF) in MEC routes the selected, policy-based, user-data stream to and from authorized applications. As shown in figure 1, it is built as the component in the MEC server which is deployed either at the (H)eNB site, or at the 3G Radio Network Controller (RNC) site, or at a multi-technology (3G/LTE) cell aggregation site. 
The MEC server is the key element of Mobile Edge Computing. It consists of a hosting infrastructure and an application platform. The hosting infrastructure consists of hardware resources and a virtualization layer. The application platform provides the capabilities for hosting applications and consists of the application’s virtualization manager enabling the Infrastructure as a Service (IaaS) facilities and application platform services enabling the Platform as a Service (PaaS) facilities with provision of a set of middleware services to the hosted applications. The hosted applications are delivered as packaged-operating system Virtual Machine (VM) images, allowing complete freedom of implementation.
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Figure 1: MEC server platform overview
TOF in MEC is supplied to applications in the following two ways:

· Pass-through mode where (uplink and/or downlink) user plane traffic is passed to an application which can monitor, modify or shape it and then send it back to the original PDN connection;
· End-point mode where the traffic is terminated by the application which acts as a server.

The filters at the E-RAB or the packet levels are set as the traffic offloading policy. The E-RAB policy filters are the basis of Subscriber Profile ID (SPID), Quality Class Indicator (QCI) and Allocation Retention Priority (ARP). The packet filters are based on the 3-tuple (UE IP address, network IP address and IP protocol). Additional filtering criteria may be supported in the future.

The service continuity during UE mobility cannot be handled in the current MEC initiative. It is enabled with the end-to-end mechanisms available in the existing network.
Observation 4: MEC, using TOF allows local breakout in the (H)eNB with application (IP flow) granularity. The session continuity, if required, is enabled with the existing 3GPP mechanisms instead of being handled in MEC.
4 Discussion
4.1 Requirements
The aspects to be considered for the local breakout in NR RAN are as following:

· NR shall support local break out.

· Local break out solution shall support different offloading granularity, ranging from PDN connection (or its equivalent in NR/NextGen Core) to IP flow.
· Local break out solution shall support continuity of upper layer sessions (e.g. application sessions), when required.
Proposal 1: to capture the above local breakout requirements in TR 38.801 [5]
4.2 Impacts on RAN
Based on the requirements and architecture options discussed above, we believe that MEC should be considered as a solution for local break out solution enabling end-to-end ultra-low latency in NR. ETSI MEC is a self-contained function, however in order to function it must interact with RAN. This interaction consists of user plane and control plane functions, which call for the discussion of user plane and control plane interfaces between RAN and MEC. These interfaces can be internal or external.
Observation 5: MEC requires control plane and user plane interfaces to RAN.
 Four different options in terms of realization of control and user plane interfaces between RAN and MEC can be considered. In this contribution, the local breakout is conducted with the functionality referred to as local breakout functionality (LBF). 
Option A
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· User plane - the LBF resides above the RAN wherein the UP traffic over the NG3 interface passes through it. The traffic meeting the offloading criteria is rerouted to the Local DN, while the unmatched traffic goes back to the CN by passing through the LBF.
· Control plane – there is no control plane interface between RAN and LBF
Option B
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· User plane – same as option A.
· Control plane - CP connection between the LBF and the RAN over NGx interface allows information collection, continuity of upper layer sessions, etc.
Option C
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1. User plane - internal.
2. Control plane - internal.
Option D
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3. User plane – same as option C.

4. Control plane – same as option B.
Proposal 2: to capture the above options for local breakout in TR 38.801 [5]
5 Text Proposal for TR 38.801
10
Ultra-Reliable and Low Latency Communications
NR supporting Ultra-Reliable and Low Latency Communications may support end-to-end latency of 1ms as specified in TR 22.862 [y]. End-to-end latency is defined as the latency between the UE and the application server.

The local breakout is one possible solution enabling the ultra-low latency communications. Solutions for local break out shall address the following requirements:

· Local break out solution shall support different offloading granularity, ranging from PDN connection (or its equivalent in NR/NextGen Core) to IP flow.
· Local break out solution shall support upper-layer session continuity, when required.
The following local break out architecture options are considered for local break out in RAN.
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Figure C-1: Local Breakout above RAN without CP interface (FFS)

[image: image7.emf]RAN CN

Local Breakout 

Functioanlity

UP

CP

NG3

NG2

NG3

Local

DN

NG6

NGx


Figure C-2: Local Breakout above RAN with CP interface (FFS)
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Figure C-3: Local Breakout inside RAN without CP interface (FFS)
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Figure C-4: Local Breakout inside RAN with CP interface (FFS)
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