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1
Introduction
This paper proposes evaluation of solutions for network assisted synchronization. The evaluation is based on criteria captured in TR 36.898 v. 1.0.0. We also include an evaluation summary (clause 5.5) and conclusion (clause 6).
Text proposal for TR 36.898 clause 5.4, 5.5 (Evaluation summary) and 6
<<< text proposal start >>>
5.4
Comparison of solutions
In this section we provide evaluation of the 4 solutions that were captured during the study item. These solutions are:

· Solution 1: Network based solution using detection of UE transmission
· Solution 2: OTA Synchronisation with Propagation Delay Compensation
· Solution 3: OTA Synchronisation with Propagation Delay Compensation Based on Timing Advance
· Solution 4: Propagation Delay Compensation for RIBS Based on Location Information Exchange
Solution 1: Network based solution using detection of UE transmission
According to the description this solution requires an external source for frequency synchronisation (e.g. SyncE) to prevent clock drift. Absolute phase information is collected by time-stamping of a given UE event (RACH access) in sync source and target eNBs. It therefore seems that the sync target eNB also needs to obtain a sufficient phase synchronization from the external source to coordinate RACH access window with the sync source eNB. Requirements for such coarse synchronization are not provided, but can be assumed to be in the order of 100 µs.

Several methods are described to transfer the phase information from the sync source eNB to the sync target eNB. Propagation delays between the UE and the respective eNBs may be compensated, seemingly based on a Timing Advance method done by the sync target and source eNBs. 
The method doesn’t require DL receiver in any eNB.

Accuracy: Is the solution designed able to fulfill the existing requirements as described in this SI? 

The requirements are not fulfilled in an initial phase where the eNB is coarsely synchronized. However the duration of this initial phase following eNB deployment may be significantly shortened down by the presence of UEs e.g. belonging to personnel deploying the eNB. However the eNB will also return to coarsely synchronised state (synchronisation provided by the backhaul) in case of hardware reset, in which case requirements are not fulfilled until present UEs allow the eNB to enter synchronised state again.
The eNB becomes synchronised after solution 1 has provided its first result (by e.g. statistical approach). The phase information will then need to be kept by an internal clock, which is seemingly stabilized by SyncE, or alternatively by an internal oscillator. Solution 1 has then to be periodically reexecuted with a maximal period determined by the stability of this internal clock and the maximum tolerated phase drift (which may be in the order of  0.1 µs). However solution 1 is a UE-assisted method, which means that the accuracy that can be effectively obtained will depend on the presence of UEs. The method therefore presents a risk that the synchronization target goes out of sync. In that case the accuracy requirements are no longer fulfilled. This also prevents the sync target eNB to serve as sync source (multi-stratum synchronization).
We assume the required accuracy for absolute time stamping of RACH access will be comparable to the Timing Advance precision (relative time stamping), which is based on a granularity of 16 Ts (1 Ts is about 32 ns, 16 Ts = 520 ns) and hence a max error of +- 260 ns. Taking into account the duration of the RACH preamble in the range from several hundred µs up to about 2 ms, precise (sub-µs) absolute time stamping will require RAN1 analysis as well as RAN4’s confirmation of the feasibility. If deemed feasible, normative RAN1/RAN4 work would also be required, i.e. precise definition of the time stamp to be done by RAN1 to achieve sub-µs accuracy, and performance requirements to be fixed by RAN4.
It should also be noted that propagation delay compensation will require additional measurements by sync source and target eNBs, probably based on the TA approach. Cumulative errors when measured values are added or subtracted will reduce the final accuracy of solution 1 when optional propagation delay compensation is used.

Added Value: Is the solution designed able to address the problem of synchronization in scenarios where other solutions do not work?

The design target is to work with neither GNSS nor DL receiver, and possibly out of DL OTA sync coverage (but within UL OTA sync coverage), based on sub-optimal backhaul synchronization. The ability of the solution to address the described problem relies on whether sufficient time-stamping accuracy can be achieved (needs RAN1/RAN4 evaluation). However the solution intrinsically presents the risk of loss of synchronization, either due to absence of UEs or due to eNB hardware reset. Hence the solution doesn’t satisfactorily address the problem of synchronisation. 
Availability: Can the solution work in a stand-alone way, i.e. without the need of other phase synchronization functions?

No, there is need for external frequency synchronization as well as external ‘coarse’ phase synchronization function, the latter may be assumed to have a requirement in the order of 100 µs.
Triggering of synchronisation updates: Can the solution provide network synchronization update when there is a need for it?
No, the UE assisted phase drift compensation seems to be a weak point, with the risk for the eNB to go out of sync. Additionally, after a hardware reset, the eNB will not be able to resume synchronized operation without the presence of UEs.
Synchronisation signal robustness: Is the synchronisation signal adopted robust enough, e.g. subject to reduced interference?

RACH signals are contention based, and hence not subject to reduced interference. Absolute time-stamping of RACH signals therefore requires RAN4 performance requirement (different from the relative time-stamping used for Timing Advance which is based on PUSCH, PUCCH and SRS transmissions).
Impacts on network: Are interfaces going to be modified and how. Is network capacity going to be impacted and how?

There is network interface impact to transfer phase information. RACH capacity will be impacted by inter-eNB coordination of RACH windows and RACH resources.
Impacts on eNB: Is the eNB’s complexity going to be impacted and how?
Main eNB impact is the need to support absolute time-stamping of reception of RACH access signals, with specified performance requirement. 

Feasibility: Is the solution and the assumptions on which the solution is based, technically feasible and can be easily standardized?

The technical feasibility requires RAN4 evaluation. If deemed feasible the solution would then require RAN1 standardization of absolute time-stamping of reception of RACH preambles with a resolution comparable to Timing Advance (16 Ts). Associated performance requirements would need to be agreed by RAN4. 
Solution 2: OTA Synchronisation with Propagation Delay Compensation

Solution 2 is based on RIBS enhanced by propagation delay compensation. The propagation delay compensation is based on eNB time-stamping of DL sending and reception of (possibly already defined) OTA messages. The solution comprises two options. The first option is based on RTT calculation which only requires time-stamp deltas to be transferred on network interface, hence only the delta values need standardization. The other option, propagation delay calculation, requires absolute time-stamps to be transferred and hence standardization of these absolute time-stamps. 
The method is based on the existence of a DL receiver in all involved eNBs. 

Accuracy: Is the solution designed able to fulfil the existing requirements as described in this SI? 

The accuracy evaluation will apply to the propagation delay compensation part of solution 2. However such evaluation will depend on the precise definition of time-stamp deltas (first option), or absolute time-stamps (second option) for the involved OTA messages. The solution description indicates use of an “over the air message”. We expect this message to consist of at least one LTE symbol, hence with a message duration of at least 70 µs. Taken into account that solution 2 is based on the use of 4 time stamps, one may expect that each time stamp needs a precision in the order of 100 ns (around 4 Ts) in order to make the algorithm resistant to cumulative errors. Such very high precision will require RAN1 study to determine appropriate reference signaling and time stamp definition (e.g. whether the time stamp points to the start, middle or end of the message), and RAN1 may then need to check with RAN4 the feasibility to provide the time stamping at required  accuracy level. 
Added Value: Is the solution designed able to address the problem of synchronization in scenarios where other solutions do not work?

The design target is to enhance RIBS by providing measured inter-eNB propagation delay. However the ability of the solution to address the described problem relies on whether sufficient accuracy can be achieved (RAN1/RAN4).
Availability: Can the solution work in a stand-alone way, i.e. without the need of other phase synchronization functions?

The RIBS method is embedded in solution 2.
Triggering of synchronisation updates: Can the solution provide network synchronization update when there is a need for it?
Yes. The method can be triggered at any time, still propagation delay compensation only requires sporadic updates. Need for such updates may come from changes in the environment (e.g. building) impacting reflections and hence the effective propagation delay in the synchronization source cell. Drift compensation is taken care of by RIBS.
Synchronisation signal robustness: Is the synchronisation signal adopted robust enough, e.g. subject to reduced interference?

Details of the synchronisation message are not provided in the solution description (‘signalling message’ or ‘OTA message’). However one may expect this signal to have same interference protection as DL RS, and possibly high power can be used.
Impacts on network: Are interfaces going to be modified and how. Is network capacity going to be impacted and how?

There is network interface impact to transfer absolute timestamps or timestamp deltas. There is possibly also air interface impact for inter-eNB OTA signalling if a new message is required.
Impacts on eNB: Is the eNB’s complexity going to be impacted and how?

On top of RIBS requirement, DL receiver is also required in the sync source eNB. Need to support absolute time-stamping of sending and reception of DL OTA signals in the eNB, with specified performance requirement. 

Feasibility: Is the solution and the assumptions on which the solution is based, technically feasible and can be easily standardized?

The technical feasibility, taking into account the very high required accuracy of about 100 ns (4 Ts), requires RAN4 evaluation. If deemed feasible the solution would then require RAN1 definition of the DL OTA messages (signals) to be used, as well as standardization of absolute time-stamping of sending and reception of these signals, and/or time-stamp deltas (definition of period between message sending and reception, and between message reception and sending). Associated performance requirements would need to be agreed by RAN4. 
Solution 3:
OTA Synchronisation with Propagation Delay Compensation Based on Timing Advance 
Solution 3 is based on RIBS enhanced by propagation delay compensation. The propagation delay compensation is based on Timing Advance. 

Accuracy: Is the solution designed able to fulfill the existing requirements as described in this SI. 

The requirements are not fulfilled in the initial phase (unsynchronized or coarsely synchronized). However the duration of this initial phase, following eNB deployment, may be significantly shortened down by the presence of UEs during deployment / activation of the eNB, e.g. belonging to personnel deploying the eNB. In case of reset of the eNB hardware, the eNB may restart and resume operation in synchronized state using the RIBS method with compensation of the propagation delay based on the previously used value (stored before the hardware reset in non-volatile memory).
Error of the Timing Advance measurement is 260 ns (corresponds to half of the TA step), which is well within the existing accuracy requirements.

Added Value: Is the solution designed able to address the problem of synchronization in scenarios where other solutions do not work?

The design target is to enhance RIBS by providing measured inter-cell propagation delay. The solution addresses the described problem when the sync target eNB is a small cell within which the intra-cell propagation delay is negligible.
Availability: Can the solution work in a stand-alone way, i.e. without the need of other phase synchronization functions?

The RIBS method is embedded in solution 3.
Triggering of synchronisation updates: Can the solution provide network synchronization update when there is a need for it?
Yes. Drift compensation is taken care of by RIBS. Solution 3 requires the presence of UEs, which is not an issue because  propagation delay compensation only requires sporadic updates. Need for such updates may come from changes in the environment (e.g. building) impacting reflections and hence the effective propagation delay in the synchronization source cell.
Synchronisation signal robustness: Is the synchronisation signal adopted robust enough, e.g. subject to reduced interference?

Calculation of Timing Advance is based on PUSCH, PUCCH and SRS transmissions, and the eNB will adjust the TA based on these signals. The TA process is therefore robust.
Impacts on network: Are interfaces going to be modified and how. Is network capacity going to be impacted and how?

There is network interface impact to transfer the propagation delay. 
Impacts on eNB: Is the eNB’s complexity going to be impacted and how?

Only SW impact. 

Feasibility: Is the solution and the assumptions on which the solution is based, technically feasible and can be easily standardized?

No identified feasibility issue.
Solution 4: Propagation Delay Compensation for RIBS Based on Location Information Exchange

Solution 4 is based on RIBS enhanced by propagation delay compensation derived from O&M provisioned location information transferred on network interfaces. 

Accuracy: Is the solution designed able to fulfill the existing requirements as described in this SI. 

The solution will improve RIBS accuracy by allowing to take into account line-of-sight propagation delay. However propagation delays resulting from reflections are not taken into account, neither are propagation delays in cable or fiber (before the antenna), which may be particularly significant for RRH deployments connected with optical fiber. 
Added Value: Is the solution designed able to address the problem of synchronization in scenarios where other solutions do not work?

The design target is to enhance RIBS by providing inter-cell propagation delay calculated from O&M provisioned location information considering line-of-sight OTA propagation between antennas. 
Availability: Can the solution work in a stand-alone way, i.e. without the need of other phase synchronization functions?

The RIBS method is embedded in solution 4.
Triggering of synchronisation updates: Can the solution provide network synchronization update when there is a need for it?
Drift compensation is taken care of by RIBS. Propagation delay compensation requires sporadic updates, and need for such updates may come from changes in the environment (e.g. building) impacting reflections and hence the effective propagation delay in the synchronization source cell. This is not covered by solution 4.
Synchronisation signal robustness: Is the synchronisation signal adopted robust enough, e.g. subject to reduced interference?

Only synchronisation signals for RIBS are used.
Impacts on network: Are interfaces going to be modified and how. Is network capacity going to be impacted and how?

There is network interface impact to transfer of the O&M provisioned location information. 
Impacts on eNB: Is the eNB’s complexity going to be impacted and how?

Only SW impact. 

Feasibility: Is the solution and the assumptions on which the solution is based, technically feasible and can be easily standardized?

No identified issue on protocol level standardization. Concerning technical feasibility, geographical coordinates for indoor installations may not be easily known. Distributed antenna deployments (like leaky feeders) are not easily resumed into a single geographical coordinate. The solution is vulnerable to configuration errors (wrong coordinates), quality check of the configured geographical coordinates for many eNBs / transmission points may be costly. The solution makes network deployment detail (location of each transmission point) easily available on network interfaces, while only propagation delays are needed to solve the identified problem
5.5
Evaluation summary

Solution 1 is a UE-assisted method aiming at fulfilling LTE radio synchronisation requirements based on sub-requirement synchronisation provided by the backhaul. The solution aims at compensating phase drift as well as over-the-air propagation delay. If pursued the solution would require RAN1 standardization for time stamping of RACH access, and feasibility assessment of required accuracy by RAN4. However the evaluation concludes in loss of synchronisation due to phase drift in periods with none or very few UEs present, as well as loss of synchronisation in case of reset of the eNB hardware. Solution 1 is therefore considered not to satisfy the evaluation criteria in section 5.2. 
Solution 2, 3 and 4 all aim at enhancing over-the-air synchronisation (RIBS) by compensating the inter-cell propagation delay. Hence all these solutions require a DL receiver in the synchronisation target eNB, while solution 2 additionally requires such DL receiver in the synchronisation source eNB. 
Furthermore, solution 2 requires technical feasibility evaluation by RAN1 and RAN4 taking into account the required precision of time stamps which is assumed to be in the order of 100 ns (4 Ts) in order to obtain an algorithm that is resistant to cumulative errors. If the solution is deemed feasible, RAN1 would then need to agree on the detailed definitions of OTA signal and absolute time-stamping of those (at message sending and reception), and/or time-stamp deltas (definition of period between message sending and reception, and between message reception and sending). Associated performance requirements would need to be agreed by RAN4.
Solution 3 addresses a specific use-case where the synchronisation target is a small cell with negligible intra-cell propagation delay. Solution 4 is based on transfer of O&M provisioned location information on network interfaces, and will compensate for line-of-sight propagation delay only. For solution 3 and 4 no evaluation or normative work are required by other groups.
6
Conclusions

Solution 1 is considered not to satisfy the evaluation criteria in section 5.2.

RAN3 could not conclude on the technical feasibility of solution 2. If continued, solution 2 would therefore require feasibility evaluation by RAN1 and RAN4, and, if deemed feasible, normative work in several RAN groups (RAN1, RAN4, RAN3).

For solution 3 and 4, RAN3 may proceed with a normative phase without the involvement of other groups. Choice of network interface and signalling procedures for these solution will be done during the normative phase, if any.
<<< text proposal end >>>
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