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1   Introduction
A discussion on delay propagation compensation solutions to enhance the performance of RIBS was started in past RAN3 meetings and gathered interest within RAN3. The discussion is ongoing. 
This paper is a resubmission of paper R3-151670, which was not discussed at the last RAN3 meeting.

In [1] the problem of propagation delays in Radio Interface Based Synchronisation was explained. It was described that lack of compensation for propagation delay of reference signals used for over the air synchronization would strongly impact synchronization accuracy.

In this paper possible solutions on how to achieve propagation delay compensation are presented.
2   Possible Enhancements

One straightforward way to allow for propagation delay compensation is to inform the synchronization target of the position of potential synchronization source transmission points. Indeed, an eNB can be configured with the position of its transmission points, as specified in TS 28.632 with the configuration parameters below:
	Attribute Name
	Documentation and Allowed Values
	Properties

	baseElevation
	The elevation in meters above sea level at the base of the antenna structure. This value, when subtracted from height (see TS 28.662 [5]), provides the height of the antenna above the ground. 

Note: The value of this attribute has no operational impact on the network, e.g. the NE behavior is not affected by the value setting of this attribute.  Note as well that this attribute is not supported over the Iuant interface according to Ref. 3GPP TS 25.466 [12].

allowedValues: An integral value representing a number of meters in 0.1 meter increments.
	type: Integer

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

isNullable: True



	Latitude
	The latitude of the antenna location based on World Geodetic System (1984 version) global reference frame (WGS 84). Positive values correspond to the northern hemisphere. 

Note: The value of this attribute has no operational impact on the network, e.g. the NE behavior is not affected by the value setting of this attribute.  Note as well that this attribute is not supported over the Iuant interface according to Ref. 3GPP TS 25.466 [12].
allowedValues: Valid values described in 3GPP TS 23.032 [13].
	type: Real

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

isNullable: True

	Longitude
	The longitude of the antenna location based on World Geodetic System (1984 version) global reference frame (WGS 84). Positive values correspond to degrees east of 0 degrees longitude. 

Note: The value of this attribute has no operational impact on the network, e.g. the NE behavior is not affected by the value setting of this attribute.  Note as well that this attribute is not supported over the Iuant interface according to Ref. 3GPP TS 25.466 [12].
allowedValues: Valid values described in 3GPP TS 23.032 [13].
	type: Real

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None

isNullable: True


The information above needs to be configured in an eNB because they are essential to support UE positioning functions. In fact, TS36.455 specifies that an eNB receiving an OTDOA INFORMATION REQUEST message requesting “e-UTRANAccessPointPosition” shall reply with the geolocation coordinates of its transmission points. Therefore it is very likely that the eNB will have transmission point location information configured. Obviously, the enhancements proposed with the solution herein would not apply to those eNBs not able to provide geolocation information for their transmission points.
In order to allow for delay propagation to be compensated when synchronising over the air, a synchronisation target would need to know the location of the synchronisation source RS transmission point. Once this location is known the relative distance between transmission and reception points can be calculated and the line of sight propagation delay can be compensated.
It should be pointed out that knowing the geo-location of synchronisation source transmission points always allows to compensate for the line of sight propagation delay. This is clearly visible in Figure 1, where a scenario is described where signals from synchronisation source to synchronisation target are affected by multipath.

[image: image1.emf]Synch

Source 

eNB

Synch

Target 

eNB

Propagatio delay over D’ =

= Propagation Delay over D + 

X

=> by compensating the 

propagation delay over D most 

of the delay over D’ is also 

compensated. 


Figure 1: example of propagation delay in multipath
Figure 1 shows that the propagation delay over the line of sight path “D” is the minimum delay affecting all transmission paths from source to target. The line of sight delay constitutes the biggest portion of the end to end delay. Therefore by compensating the line of sight propagation delay there is always a benefit even in multipath transmission.

Together with the transmission point location it would be beneficial to indicate the cells that are served by that transmission point. This is because an eNB that wants to perform OTA synchronisation would send a time synchronisation information request to the eNB serving the best synchronisation source cell. However, the Time Synchronisation Information received is per eNB and not per cell. Hence, the synchronisation target would need to know what is the position of the transmission point serving the selected source synchronisation cell.
A number of options may be available to achieve such enhancement.

1) Transmission point location information can be added in the Served Cell Information IE, as part of the X2 Setup procedure and eNB Configuration Update procedure.

2) Transmission point location information can be added in the Time Synchronisation Information IE in the form of location coordinates associated to a list of cells served by the corresponding transmission point. 

Option 1) above allows to have the transmission point locations available as part of served cells information, hence the information would need to be signalled only at X2 Setup Request/Response and at eNB Configuration Update, in case of any location updates. 
However, option 1) requires that an X2 interface is available between synchronisation source and synchronisation target eNBs. This may not be the case because a synchronisation target may not have a neighbour relation with synchronisation source that requires an X2 to be setup or because the target (usually subject to limitations in the number of X2 interfaces that can be supported) needs to establish X2 interfaces with other neighbour eNBs with which coordination is more important. Moreover, this option implies that current RIBS functions would be split over two interfaces, the S1 and the X2. Obviously, Option 1 would become a viable option if in future releases RIBS would be supported over the X2 interface. 
Option 2) provides the transmission point location information as part of the RIBS signalling, namely as part of the Time Synchronisation Information IE.  This implies that the information can be exchanged by means of S1 interface signalling and at the same time of acquisition of information needed for RIBS. 
Moreover, the location information is received whenever synchronisation is required, i.e. at the time of requesting the time synchronisation information.
Note that the location information can be provided in a way already used in TS36.331 for the LocationInfo IE expressing UE location information. Namely, the location information for the transmission point could be expressed as the Ellipsoid Point With Altitude specified in TS36.355 as follows

-------------------------------------------------------

EllipsoidPointWithAltitude
The IE EllipsoidPointWithAltitude is used to describe a geographic shape as defined in 3GPP TS 23.032 [15]. 

-- ASN1START

EllipsoidPointWithAltitude ::= SEQUENCE {


latitudeSign



ENUMERATED {north, south},


degreesLatitude



INTEGER (0..8388607),


-- 23 bit field


degreesLongitude


INTEGER (-8388608..8388607),
-- 24 bit field


altitudeDirection


ENUMERATED {height, depth},


altitude




INTEGER (0..32767)



-- 15 bit field

}

-- ASN1STOP

-------------------------------------------------------
The descriptions of how latitude, longitude and altitude are encoded in the Ellipsoid Point With Altitude can be found in TS23.032 section 6.1 and 6.3.
Out of the two solutions described above the one that seems more feasible is option 2). The main advantage of this option is to keep the transmission point location information part of the RIBS signalling. The receiving eNB can therefore exchange all the signalling needed to enable RIBS via a single procedure and over a single interface. Moreover, with this option there is no dependency on the presence of the X2 interface between two eNBs.

Proposal1: It is proposed to support signalling of transmission point location information as part of RIBS signalling. Such information could be made part of the Time Synchronisation Information IE
3   On UE based solutions for propagation delay estimation 
It was commented during RAN3#87bis that it could be possible to estimate the distance between source and target synchronization nodes simply by using UE settings and UE measurements. 

In particular it was described that a synchronization target eNB can understand its distance from a synchronization source in the following way:

· Calculating the distance between itself and a served UE by means of Timing Advance settings

· Calculating the distance between the UE and the synchronization source cell by means of RSRP measurements on the source cell

· Determining the distance between synchronization target and synchronization source nodes by adding the two distances above

The method presented above could provide indicative information about the position of a transmitting node but it would not provide information that are within the accuracy levels that could help improving the RIBS function.

To understand why UE based methods are not sufficient let’s consider Figure2.
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Figure 2: inter site distance estimation via UE measurements
When looking at Figure 2 we can find a typical scenario where a synchronization source cell serves a wide area, while a synchronization target serves a smaller area. Also, a very typical case is where there are obstacles between synchronization source and synchronization target nodes. The latter is a typical HetNet deployment case.

The first observation would be that calculating the distance of a UE based on TA settings is subject to error. In fact, the timing advance command indicates the change of the uplink timing relative to the current uplink timing as multiples of 16
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(see TS36.213), where one 
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 is the basic time unit in LTE, which is equal to 32.55 ns (see TS35.211). Therefore, Timing Advance settings allow to identify the distance from an eNB and a UE with a 78.12 metres accuracy.

Observation1: Timing Advance settings allow to estimate the distance between a UE and a serving eNB with an accuracy of 78.12 metres.

An error in propagation delay compensation of 78 meters is already considerable, given that this error can accumulate over three synchronization hops to generate errors of nearly 1(s. Therefore a TA based estimation brings already non negligible inaccuracy.

However, the highest inaccuracy comes from deducing the distance of a UE from a neighbouring eNB via RSRP measurements. In the example of Figure 4 there could be a wall between the UE and the source synchronization cell measured by the UE.  This could be for example the case where the synchronization target is an indoor cell. The path losses due to a wall can vary from 5 to 20 dB according to TS36.814, but in reality they can reach up to 30 dB losses.

Let’s consider a simple path loss model for urban deployments like the one below, which is taken from TR36.913 for macro signals:
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In the above model L is the path loss in dB and R is the distance from the signal source (the macro eNB) in Km.

To deduce the distance from the UE to the synchronization source node, an eNB would have to use RSRP measurements to calculate the path loss from synchronization source eNB to the UE. This is already challenging because the absolute reference signal transmission power of the synchronization source is not known to the target eNB. 

Assuming that the path loss between UE and synchronization source was known, the eNB would use the path loss model to derive the distance between UE and synchronization source. However, the presence of an obstacle such as a wall can change the path loss of up to 20 to 30dB (depending on wall’s characteristics). This translates in a distance error of more than 200%. For example, if the distance between the UE and the neighbour eNB is of 300m and a moderate path loss due to walls of up to 20dB is considered, the error would be of up to 1000m, which translates in a synchronization error of more than 3(s as shown in Appendix A. This is by far too much to meet existing synchronisation requirement.
Observation 2: Neighbour eNB distance estimation derived from RSRP measurements are subject to very high errors and cannot lead to robust propagation delay compensation.
4   Conclusion 
In [1] the problem of propagation delays in RIBS was described. This paper presented a number of solutions to solve the problems outlined and it provided recommendations on how to enhance the existing procedures.

The paper also explained why methods based on existing UE measurements cannot address the problem of propagation delay compensation as they are subject to very high inaccuracy.

From the paper the following can be concluded:

Conclusion: Propagation delay compensation for RIBS cannot be efficiently performed via the sole use of UE measurements
It is suggested to agree to the following proposals:

Proposal1: It is proposed to support signalling of transmission point location information as part of RIBS signalling. Such information could be made part of the Time Synchronisation Information IE
In line with Proposal 1 it is suggested to agree to the CR in [2]
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6   Appendix A

To deduce the distance from a UE to a neighbour eNB, the path loss from the UE to the neighbour eNB is needed together with a path loss model. 

The RSRP measurement only provides the full bandwidth reference signal received power measured by the UE for a neighbor cell signal. An eNB receiving an RSRP measurement does not necessarily know the absolute power at which the neighbour cell RS is transmitted. Therefore, the overall path loss is not deductible by the eNB. 
Said that, and for the sake of studying the feasibility of ue based estimations, in the calculations below it is assumed that the absolute transmission power of the neighbour cell’s RS is known by the eNB. However, this assumption cannot be taken as a starting point for discussion.
Assuming that the overall path loss from UE to neighbour eNB is known, the serving eNB would have to calculate the distance between the UE and the neighbour eNB via a given path loss model. Let’s assume the following path loss model is considered (taken from TR36.913):


[image: image6.wmf]10

L128.137.6log(R)

=+


L is the pathloss in dB and R is the distance from UE to neighbour eNB in Km.

Let’s assume that the distance between the UE and the neighbour eNB is of 300m. 

According to the path loss model above, with a 300m distance the path loss should be 108.44dB.

However, the presence of an obstacle such as a wall would add up to 20dB to 30dB loss. In this calculation a 20dB loss is assumed, taking the path loss to 128.44dB. 
If the path loss above path loss of 128.44dB is used to estimate the distance between UE and neighbour eNB, the distance estimated would be equal to about 1km:
128.44 = 128.1 + 37.6 log10(R) => R == 1021m

Therefore, the fact that the path model adopted to deduce distance from path losses cannot take all deployment conditions into account implies that large errors in distance estimation can be incurred. In this case the error is of ~7000m, which translates to more than 3(s propagtion delay. 

It should be noted that even if multiple UE measurements are considered, it is not possible to deduce which measurement to consider in order to identify the distance between UE and neighbour eNB. This is because the terrain and path loss between the UE and the neighbour eNB are not known.
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