3GPP TSG-RAN WG3 Meeting #87bis














R3-150732
Tenerife, Spain, April 20-24, 2015

Title: 
Considerations on RAN Sharing Scenarios
Source: 
Ericsson
Agenda item:
13
Document for:
Approval
1   Introduction
During RAN3#85bis a discussion on scenarios to be considered for RAN Sharing Enhancements was carried out. A way forward was agreed in [1]. Although it was acknowledged that scenarios a), b) and c) included in TR36.856 are in scope of the work, it was highlighted during the meeting that a deeper analysis of the scenarios in question would be advantageous in order to understand the consequences of certain policies strictly related to the scenarios.
During RAN3#87 a discussion on scenarios prioritisation for RAN sharing was held. This discussion brought to an increase of the number of scenarios considered, the full list being as follows:

Case a) static allocation, i.e. guaranteeing a minimum allocation and limiting to a maximum allocation,

Case b) static allocation for a specified period of time and/or specific cells/sectors,

Case c) first UE come first UE served allocation.

Case d) first UE come first UE served allocation, namely an equal access by sharing operators to available resources in the cell.

-
per PLMN resource limitation, taking place when the cell reaches an overloaded status, may be enforced.

Case e) first UE come first UE served allocation, namely an equal access by sharing operators to available resources in the cell.
-
per PLMN resource limitation, taking place when the cell reaches an overloaded status, shall be enforced.

RAN3 carried out an email discussion with the aim of clarifying and reducing the number of scenarios. A number of companies expressed their views on which scenarios should be prioritised for the work on RAN sharing enhancements out of the ones outlined above.
In this paper the scenarios considered in scope of the RAN sharing enhancements work are analysed and a way forward for scenario prioritisation is presented.

2   Discussion
Out of the scenarios listed in section 1, it can immediately be seen that Case e) is included in Case d) because in Case e) it is possible to enforce per PLMN resource limitation once the cell is overloaded.
Observation 1: the scenario in Case e) is included in the scenario in Case d)
It was further discussed during email discussion #01 following RAN3#87 that Case d), where per sharing operator resource quota enforcement is enabled only when the cell is in overload, is a subset of Case b). In fact, in scenario b) the enforcement is applied only during specific periods of time. 
Therefore, it was proposed during the email discussion that, in order to reduce the number of scenarios and capture the most relevant scenarios discussed in RAN3, Case b) would be modified as follows:

Case b) static allocation for a specified period of time and/or specific cells/sectors; 
· per PLMN resource limitation, taking place when the cell reaches an overloaded status, is enforced; it is up to the operator whether an enforcement shall be in place or not.

To exemplify the scenarios description the email discussion proposed the following schemes, which include the above definition of Case b) and incorporation of Case d) and Case e) in Case b):
Case a) static allocation, i.e. guaranteeing a minimum allocation and limiting to a maximum allocation;

· Sharing operators are not allowed to exceed their resource limitation.

Case b) static allocation for a specified period of time and/or specific cells/sectors; 
· Per PLMN resource limitation, taking place when the cell reaches an overloaded status, is enforced; it is up to the operator whether an enforcement shall be in place or not.

Case c) first UE come first UE served allocation.

The three scenarios above emphasise the following:
In Case a) sharing operators are subject to static resource quota limitations. 

In Case b) the static resource quota limitations only come into place when the cell is overloaded

In Case c) there are no resource quota limitations 

Proposal 1: To reduce the number of scenarios and to focus on the most relevant cases it is proposed to agree to the following scenarios definitions

Case a) static allocation, i.e. guaranteeing a minimum allocation and limiting to a maximum allocation;

· Sharing operators are not allowed to exceed their resource limitation.

Case b) static allocation for a specified period of time and/or specific cells/sectors; 

· Per PLMN resource limitation, taking place when the cell reaches an overloaded status, is enforced; it is up to the operator whether an enforcement shall be in place or not.

Case c) first UE come first UE served allocation.

When focussing on Case A) and Case C) it should be pointed out that during discussions in RAN3 it emerged that the scenario currently followed by operators that deployed RAN Sharing is Case C). 
As it was explained during email discussion #01, Case c) ensures that all the cell resources are utilised before any traffic is rejected from the cell, which results in the best spectral efficiency for the shared cell. By means of data volume reporting the sharing operators would be able to be billed for the traffic they have consumed and their SLA may be adjusted in accordance with their data volume consumption.

It shall be specified that once a cell is fully loaded and there is no enforcement of per operator resource quotas, traffic will be admitted on the basis of its ARP value. Therefore sharing operators will all see their high ARP value traffic rejected (high ARP values have lower retention priority) to favour retention or admission of low ARP value traffic. The latter will lead to a self-balancing of overall resource sharing amongst operators.
It should also be noticed that in case strict resource quota enforcement wants to be applied during cell overload conditions, Case b) can be adopted. Case b) also ensured maximum spectral efficiency of the shared cell. Case b) also benefits from data volume reports, which would also allow for re-negotiation of the per operator resource quota during overload periods.
Observation 1: Enhancements to provide per PLMN data volumes allow sharing operators to monitor consumed resources and adjust the service level agreements in order to set appropriate resource quotas.
Hence, the approach of using Case b) and Case C) is the one that allows maximum system performance.
Indeed, in these cases the cell serving UEs in range (which is the best cell from a radio point of view) would first be saturated before UEs are offloaded to a suboptimal cell. Namely, the steps followed in Case B) and Case C) are the following:

C1. Given a certain UE distribution, first use the best cell resources to serve such UEs

C2. Once the best available cell’s resources are exhausted, offload UEs to a neighbour (second best) cell based on UEs’ sharing operator resource quota

On the contrary, in Case A) the following steps are followed:

A1. Monitor load per sharing operator up to the point where the sharing operator quota is exhausted

A2. When the sharing operator’s resource quota is exhausted, offload UEs to a neighbour (second best) cell even if resources in serving cell (best available cell) are still available
Figure 1 shows the implications of Case A.
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Figure1: Example of traffic offloading based on Case A, i.e. hard limits on sharing operator’s resource quota
In the example of Figure 1 corresponding to Case A) the following aspects can be deduced:

1) UEs offloaded to a suboptimal cell will generate high interference to the best available cell, hence reducing its available capacity

2) UEs offloaded to a suboptimal cell will require a higher amount of resources in the new offload cell, reducing its spectral efficiency

3) UEs offloaded to a suboptimal cell may generate high interference to non shared cells, hence reducing the capacity of surrounding non-shared systems

4) UEs offloaded to a suboptimal cell will be subject to a higher battery consumption due to higher transmission power and lower geometry

While the impacts listed above are worth sustaining if the best available cell is saturated (namely, if the serving cell is saturated offloading to a second best cell is need to avoid RLF/bearer drops), it is questionable whether such system performance degradation shall be sustained when resources are still available in the best available cell. 

As expressed above, the drawbacks could also extend to cells that are not involved in the RAN sharing scheme, as shown in Figure 1. This implies that interference mitigation mechanisms and performance drops would have to be unnecessarily sustained even by operators managing non shared cells.

Observation 2: Enabling offloading of UEs to suboptimal cells when resources are still available in the best available cell implies unnecessary system performance degradation to all cells in the neighbourhood.

It should be mentioned that cases where load balancing should be avoided between sharing operators have already been highlighted and acknowledged in TR36.856 in section “4.3.3
Special Consideration”. These cases were added precisely to prevent scenarios where hard enforcement of per sharing operator’s thresholds would lead to high system impacts. Some of these cases already present in TR36.856 are listed below:
-
Mobility Load Balancing (MLB) is done on UEs that are in conditions that allow for load balancing handovers, e.g. UEs at cell edge, UEs using specific services (for example, services more resilient to packet losses):

-
Therefore, it would be inaccurate to “blindly” perform mobility load balancing only for UEs connected to a certain sharing operator that exceeded its resource limit, because such UEs might not be suitable for mobility load balancing.

-
Mobility Load Balancing may be performed to reduce overall load in highly loaded cells. Such load may be generated by specific UEs, e.g. UEs in challenging channel conditions consuming data intensive services:

-
Therefore, it would be unfeasible to trigger load balancing “blindly” on UEs belonging to a sharing operator exceeding its resource limit unless such operator is serving specific UEs causing the overload, e.g. high data demanding UEs in challenging channel conditions.

-
Mobility Load Balancing, namely handing over UEs to neighbour cells, may not be appropriate if QoS can still be guaranteed within a cell. Namely, if there are unused resources in the cell that can be employed to ensure sufficient QoS for all UEs such resources may be used instead of forcing mobility load balancing actions:

-
Therefore, even if resources of a sharing operator in a shared cell are exhausted, it should be possible to avoid mobility load balancing if spare unused resources are available in the cell to guarantee sufficient QoS for all UEs.

It should therefore be considered whether scenarios falling within Case 1) are to be taken as reference scenarios. 
In line with these observations and as already proposed during the email discussion #01 following RAN3#87 it is proposed to adopt the following scenario prioritisation.
Proposal2: It is proposed to adopt the following prioritisation for the scenarios to be considered in the RAN Sharing enhancements work:
First priority: 

Case c): first UE come first UE served allocation; 

Secondary priority:

Case b) static allocation for a specified period of time and/or specific cells/sectors; per PLMN resource limitation, taking place when the cell reaches an overloaded status, is enforced; it is up to the operator whether an enforcement shall be in place or not.

Third priority:

Case a) static allocation, i.e. guaranteeing a minimum allocation and limiting to a maximum allocation; sharing operators are not allowed to exceed their resource limitation.

3   Conclusions and Proposal
In this paper an analysis of the scenarios currently under analysis by RAN3 was carried out. The paper first proposes a simplification of the list of scenarios to be followed in the RAN3 work.
Proposal 1: it is proposed to agree to the following scenarios definitions

Case a) static allocation, i.e. guaranteeing a minimum allocation and limiting to a maximum allocation;

· Sharing operators are not allowed to exceed their resource limitation.

Case b) static allocation for a specified period of time and/or specific cells/sectors; 

· Per PLMN resource limitation, taking place when the cell reaches an overloaded status, is enforced; it is up to the operator whether an enforcement shall be in place or not.

Case c) first UE come first UE served allocation.

It was pointed out that the most efficient scenarios from a system performance point of view are Case B) and Case C). This was argued by means of following observations:

Observation 1: Enhancements to provide per PLMN data volumes allow sharing operators to monitor consumed resources and adjust the service level agreements in order to set appropriate resource quotas.

Observation 2: Enabling offloading of UEs to suboptimal cells when resources are still available in the best available cell implies unnecessary system performance degradation to all cells in the neighbourhood.

In light of this the following proposal for scenario prioritization was made
Proposal2: It is proposed to adopt the following prioritisation for the scenarios to be considered in the RAN Sharing enhancements work:

First priority: 

Case c): first UE come first UE served allocation; 

Secondary priority:

Case b) static allocation for a specified period of time and/or specific cells/sectors; per PLMN resource limitation, taking place when the cell reaches an overloaded status, is enforced; it is up to the operator whether an enforcement shall be in place or not.

Third priority:

Case a) static allocation, i.e. guaranteeing a minimum allocation and limiting to a maximum allocation; sharing operators are not allowed to exceed their resource limitation.

It is proposed to agree to Proposal 1 and Proposal 2 above.
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