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1 Introduction

SA2 has replied on the topic of group call MBMS congestion management [1]. SA2 provided the following comments on the 3 solutions that RAN3 had described [2]
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[3]:
Solution 1 (RAN reporting towards EPC using network signaling) – The questions from RAN3 cannot be answered in Rel-12 time frame;

Solution 2 (MCE suspends one or more TMGIs) – This solution is already available in Rel-12, but in SA2’s understanding it is not adequate for mission-critical voice; impacts on quality for non-mission-critical users have not been analyzed;

Solution 2bis (MCE suspends one or more TMGIs but UEs are notified beforehand) – There were concerns in SA2 that this solution may not be adequate for mission-critical needs; however, whether this solution is included in Rel-12 is a decision for RAN2/RAN3;

SA2 intends to further study congestion issues in Rel-13.

The same LS from RAN3 [2] was also briefly discussed in RAN2. The possible use of TM9/10 was mentioned there, as a potential mitigation of the resource waste due MBSFN subframes over-dimensioning [4]. This aspect had been discussed in RAN3, but should probably be reconsidered.
In this paper we would like to provide some further thoughts on the issues above.
2 Discussion
Let us focus on Solution 1 first. Given the number of issues to be clarified, and looking at the reply from SA2, it seems clear that it will not be standardized as part of Rel-12.
Observation 1: It seems clear that Solution 1 will not be standardized as part of Rel-12.

Concerning Solution 2, SA2 has acknowledged that it leverages already available functionality but because of the possible delay due to MCCH update (up to 5 s), this solution may not be adequate for mission-critical uses like public safety group calls [3]. Possible mitigations might be investigated (e.g. “proactive” buffer monitoring by the eNB to predict congestion), but it is unclear whether they would resolve this issue.
Observation 2: It is still unclear whether Solution 2 would be adequate for mission-critical use.
Solution 2bis tries to address this issue by sending an explicit “impending suspension” notification from the eNB to the UEs. This, in turn, generates at least 3 further issues to be addressed in the RAN [3]:

1. Whether to use the user plane, e.g. by inserting a special packet, or the control plane for notification;

2. A new message from the eNB to the UE is needed for this solution (RAN2 impact);

3. Whether to individually notify each impacted UE (but today it is not possible for the eNB to identify every impacted UE), or to notify all UEs with a point-to-multipoint approach, e.g. via MSI (MAC).

One additional issue, common to both Solutions 2 and 2bis, is worth discussing. We notice that the suspension/resumption decision takes place in the MCE and (for Solution 2bis) the notification is sent from the eNB. In case of distributed MCE architecture, consistent MCE and eNB behavior needs to be ensured, otherwise MBSFN transmission will be broken, resulting in interference. This is particularly critical for Solution 2bis, in case notification is done in the user plane: it would need to be sent at exactly the same position in the stream by all eNBs in the MBSFN area. This is likely to require new signaling between the eNB and the MCE to ensure consistent, synchronized behavior across the whole MBSFN area.

Nevertheless, even without the issue above, both Solutions 2 and 2bis impact RAN3 specifications: some new signaling is needed anyway to communicate eNB overload to the MCE so that it can take the suspension decision.

Observation 3: Both Solutions 2 and 2bis require full MCE behavior coordination across the MBSFN area; Solution 2bis seems to also require full eNB behavior coordination. This is likely to require new signaling between the eNB and the MCE.
Observation 4: Both Solutions 2 and 2bis also require eNB-MCE signaling to convey eNB overload to the MCE to assist the suspension decision.

Observation 5: The need to coordinate MCE and eNB behavior seems to advise against using the user plane for notification in Solution 2bis.

2.1 Further Thoughts on MBSFN Subframe Dimensioning
Solution 4 (Over-dimensioning the required MBSFN subframes and reusing them for TM9/TM10 UEs when not needed for MBMS) was among the solutions initially discussed in RAN3. Even though it was excluded from the final selection sent to SA2, it was in fact mentioned in RAN2 as a possible option [4]. RAN3 had identified the following pros for this solution [5]:
1. No changes to specifications required;

2. No new RAN/EPC inter-dependency;

3. No new EPC functionality is foreseen.

And RAN3 had also identified the following cons [5]:

1. Risk of wasting parts of MBSFN subframes in normal operation, depending on the granularity of MBSFN resource dimensioning;

2. Uncertainty over the availability of TM9/10 UEs that could take advantage of the unused subframes (to all other UEs, those subframes would be unavailable);

3. MCE has no knowledge of the load in the eNB (i.e. this is not a “closed loop” solution).
TM9 support is now available on the market, so the second drawback could be seen as not very critical (and it will be even less so as time goes on).

Observation 6: It seems support for TM9/10 in UEs is now available on the market, so the second drawback could be seen as not very critical.
Moreover, it seems that the first two drawbacks may be related: if we assume a sufficient number of TM9/10 UEs to be present, possibly having diverse service requirements, we can safely assume to be able to fill any available capacity due to unused MBSFN subframes, thereby minimizing resource waste regardless of allocation granularity.

Observation 7: Once a sufficient number of TM9/10 is present in the cell, the eNB will be able to fill any unused MBSFN subframes regardless of MBSFN resource allocation granularity.
Given the observations above, we should consider whether the third drawback is actually relevant for Solution 4, given that the larger the number of TM9/10 UEs, the more the MBSFN subframes can be over-dimensioned without waste. In such conditions the probability of group call MBMS congestion could be minimized (or even zero).
Observation 8: Once a sufficient number of TM9/10 is present in the cell, the fact that the MCE has no knowledge of eNB load will become less and less relevant, yet the probability of group call MBMS congestion could be minimized (or even zero).

Proposal 1: RAN3 should discuss the observations above and reconsider Solution 4 as a feasible alternative for MBMS congestion management.
3 Conclusions and Proposals
In this paper we have offered some further thoughts after the discussion that took place in SA2 on the solutions analyzed by RAN3. Our proposal is below.
Proposal 1: RAN3 should discuss the observations above and reconsider Solution 4 as a feasible alternative for MBMS congestion management.
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� This could also end the ”chicken and egg” problem thas seems to have limited the relevance of TM9/10 UEs in standardized RAN functionality.


� It is worth noting that group call traffic would have a higher QoS than the ”normal” traffic for TM9/10 UEs so it would always be possible to pre-empt bearers from those UEs when needed, regardless of MBSFN subframe allocation. This is yet another possibility for the operator.





