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Introduction
This document contains 3 solutions descriptions following discussions at RAN3#85bis which are considered to improve the handling of Group Calls in case of MBMS congestion. 
Solution descriptions
Solution 1: RAN reporting towards the EPC using network signaling.

	Description:
	eNode B signalling to GCS AS via MCE, MME and BM-SC to indicate the issue (scenario 1 or 2) and a list of the TMGIs for which media data is currently flowing. The GCS AS(s) then decide to switch some groups to unicast, or stops the call.

	Functional issues:
	1. How to ensure GCS AS switches or drops the correct number of groups? 

2. Coordination of the reaction of multiple GCS-AS (e.g. including interaction with BMSC)? 

3. How does the GCS AS know the extent of traffic reduction to resolve the congestion? 

4. How does the GCS AS identify the involved UEs?   

5. Is it required for eNB to send the indication periodically 

6. What are the actions can be done by GCS-AS in case of congestion 

7. How does GCS-AS take into account the overall cell load when the group move to Unicast? 

8. How to take account the radio coverage cell vs. MBSFN?

9. How GCS-AS recovers after the end of overload situation?

10. Which is the information the GCS AS needs from RAN?

11. How to manage multiple congestion notifications? 



	Pros:
	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups

2. Different groups could be contacted and put into unicast in a staggered way.

3. GCS-AS can alleviate congestion by holding traffic of certain service flows while keeping TMGIs allocated.

	Cons:
	1. Many nodes (6 nodes) and signalling interfaces (5 interfaces) are involved.

2. GCS AS would need to have some mapping of the MBSFN area to cell areas and possibly capacity information.

3. When different operator managing GCS AS and RAN, RAN operator would need to rely on GCS AS operator to buy quite complex GCS AS functionality.

4. In case of Multiple GCS AS case, the coordination of all GCS AS is required

5. Possibly many eNB requests hitting the GCS AS all at the same time

	System impacts (CN, RAN, UE)
	RAN, CN


Solution 2: The MCE suspends one or more TMGIs
	Description:
	eNodeB informs MCE about the congestion. For all eNodeBs in the MBSFN area, PTM transmission may be suspended for one or more of the candidate TMGIs. 

RAN-level counting info may help MCE to know which bearers can be suspended/resumed in the MBSFN area.

	Functional issues:
	1. Which information is sent from eNB to MCE?     

	Pros:
	1. Reuses some available mechanisms (counting, suspension).

2. No new EPC functionality is foreseen,so there is no reliance from one CN and RAN operator on each other.

	Cons:
	1. If groups muxed in same TMGI, all groups will be suspended at the same time.

2. At the following MCCH update (up to 5 sec) the UE will recognise that a certain TMGI was removed from broadcast which might lead to service interruption in this time.

3. In case of distributed MCE architecture consistent MCE behaviour should be ensured.

4. Possibly many UEs/groups hitting the GCS AS all at the same time with unicast requests.

	System impacts (CN, RAN, UE)
	RAN


Solution 2bis: The MCE suspends one or more TMGIs and announces the action to the UEs quickly
	Description:
	The same as solution 2, but prior to removing the TMGI from MCCH, the eNode B informs the UEs of further required actions (This notification might be done by signalling or user plane means). Further details are for RAN 2 study

	Functional issues:
	1. Which information is sent from eNB to MCE?

2. How to signal information to UE  faster than MCCH?


- Point-to-Multipoint (PTM) approach (e.g. via MSI (MAC))

     - need to ensure synchronized broadcast of information generated by the MCE

- Point-to-Point approach (from eNB to each impacted UE)

     - how can the eNB identify impacted UEs.

	Pros:
	1. Reuses some available mechanisms (counting, suspension).

2. No new RAN/EPC is foreseen, so there is no reliance from one CN and RAN operator on each other.

3. Switches to unicast of different groups can be staggered.

4. Minimises/avoids service disruption during switch from multicast to unicast – depending if UE informed before or just after last data packet.

	Cons:
	1. If groups muxed in same TMGI, all groups will be suspended at the same time.

2. Possibly many UEs/groups hitting the GCS AS all at the same time with unicast requests – but it might be less peak signalling load compared with Solution 2 depending on RAN 2 solution.

3. In case of distributed MCE architecture consistent MCE behaviour should be ensured, e.g. by configuration.

	System impacts (CN, RAN, UE)
	RAN, UE
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