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1 Introduction

After introducing an apparently simple wording clarification, RAN3 is now facing the issue of IP address signaling and IP version selection between the MME and the (H)eNB. A timely resolution of this issue is critical, since we are at the closing of Rel-12.
In this contribution we will provide a brief summary of the issue, including the discussion that took place at RAN3 #85, and propose a possible way forward.
2 Discussion
2.1 The Situation up to Rel-11

Up to and including Rel-11, the text in [1] and [2] concerning transport layer address signaling (Sec. 5.3) was as follows:
The Transport Layer Address signalled in S1-AP messages is a bit string of 

a)
32 bits in case of IPv4 address according to IETF RFC 791; and

b)
128 bits in case of IPv6 address according to IETF RFC 2460.
The Transport Layer Address IE, used to signal the address, is defined in [3] and [4] and is 160 bits long.
2.2 The Rewording

The above caused concerns to at least one company: it was claimed that, if the intention was to support signaling both IPv4 and IPv6 addresses in the same IE (32+128 bits or vice versa), some clarification would be needed [5]. RAN3 clarified that sending only a single address was supported by the specifications [6], so two CRs were agreed [7]

 REF _Ref398019261 \r \h 
[8] to reflect this, updating the text as follows for Rel-12:
The Transport Layer Address signalled in S1-AP messages is a bit string of either
a)
32 bits in case of IPv4 address according to IETF RFC 791; or
b)
128 bits in case of IPv6 address according to IETF RFC 2460.
2.3 Problems Are Discovered

What started out as a wording clarification was soon discovered to have deeper impacts. The Rel-12 specifications now actively prevented sending more than one address at a time in the Transport Layer Address IE, so now a new issue was discovered: it was now necessary to select the appropriate IP version (IPv4 or IPv6) at the sending node according to which version the receiving node supported.
It is also interesting to note that the original wording (“...and...”) did not actively prevent sending both IPv4 and IPv6 addresses in the same Transport Layer Address IE in a proprietary way, provided that the receiver had a way of understanding which came first. This is of course not possible with the modified wording (“either... or...”), so the agreed change breaks such an implementation.
Observation 1: By actively preventing the possibility to send more than one IP version at a time (although in a proprietary manner), the agreed rewording has caused at least two major problems: it created the need to specify in which node IP version selection is made (and possibly how), and it may have broken any implementation that sent both versions exploiting the fact that the IE length allowed it.
This seemed to be the common understanding among a number of companies during offline discussions at the last RAN3 meeting.

Notice that IP version selection has always been a matter of configuration, implementation, and deployment: address allocation schemes and strategies will vary greatly according to operator policy and to the “mix” of multi-vendor equipment in the network. For this reason LTE specifications have always allowed a high degree of flexibility for this, and which version to select (if any) was deliberately left unspecified.
Observation 2: LTE specifications have always allowed a high degree of flexibility with respect to IP address version signaling, and which version to select (if any) was deliberately left unspecified.
We should also reflect on the possible rationale for sending two different IP versions in the same IE. This has been discussed as possibly a migration scenario, where e.g. some parts of the RAN have been upgraded to support IPv6 and the rest have not, thereby requiring the core network to adjust. It is worth noting that this is not a “fire and forget” scenario, because IP address migration is usually carefully planned by an operator to avoid wasting address space. Even for the case of customer-deployed HeNBs, they are provisioned through the operator’s sales network, so their configuration (including IP version support) is always performed through the operator’s HMS.
Observation 3: Also in case HeNBs are involved, IP version migration is most probably handled by the operator in a controlled way, including through e.g. careful configuration.
Proposal 1: If operators propose to address the scenario of mixed IP versions in the same network, we believe the most correct way forward is to propose and agree a new WI, rather than trying to address this through TEI12 as we have done so far.
SA2 also discussed this issue and liaised RAN3 [9]: it might be necessary now to at least mention (if not fully specify) which node performed IP version selection, i.e. the MME, the (H)eNB, or the HeNB GW (if deployed), and discuss possible criteria. Further discussion followed at RAN3 #85; it was agreed that following the agreed rewording the only case that seemed difficult to solve through e.g. configuration was the scenario of a HeNB behind a HeNB GW that did not terminate UP [10]. There is no issue with eNBs, or with HeNBs directly connected to the MME, or with HeNBs behind a HeNB GW that terminates UP.
2.4 Possible Solutions

Three possible solutions were discussed at RAN3 #85 [10]:
1. Allow a HeNB to select the correct IP version in case both are sent, by providing the appropriate Stage 2 text, explicitly allowing both addresses to be sent in the existing IE and specifying the order [11]

 REF _Ref398024178 \r \h 
[12];
2. Reverting the previous RAN3 agreement, possibly adding Stage 2 text to allow a HeNB to select the correct IP version in case both are sent [14]

 REF _Ref398024538 \r \h 
[15]

 REF _Ref398024540 \r \h 
[16]

 REF _Ref398024543 \r \h 
[17];
3. Add a new IE in S1AP, modifying all messages that carry the Transport Layer Address IE and specifying that the eNB shall select the appropriate IP version in case both are sent [13].
Some observations can be made on the above options. First of all, option 3 seems to have the highest impact of all. We could question whether it is good practice for something that began as a TEIx wording clarification to result in the introduction of a new IE in S1AP (by the way, a similar change would also be needed in X2AP). Notice that this option modifies the behavior for eNBs even though it was clarified that the issue only affects HeNBs having a very specific combination of deployment options. For this reason, option 3 seems to be the least desirable option.
Observation 4: Option 3 seems to have the highest impact of all; for this reason, it appears to be the least desirable option.

Option 1 has the advantage of not requiring changes to S1AP so in this respect it is slightly better. However, by explicitly specifying the order in which IPv4 and IPv6 addresses are included in the Transport Layer Address IE, it potentially breaks any implementation which uses a different order.
Observation 5: Option 1 does not require changes to S1AP so it is better than Option 3, but it may break any implementation that sends IPv4 and IPv6 addresses in a different order.
We believe the best compromise may be provided by Option 2. By reverting the previously agreed CRs, sending more than one address is not explicitly prohibited. Since no particular order is specified, all currently deployed functionality (including proprietary implementations, if any) will still be allowed as before. In addition, a very simple change to Stage 2 ensures that the proper selection is made in the HeNB, thereby covering the newly discovered case.
Proposal 2: Adopt Option 2, since it provides the best compromise (CRs and a Draft Reply LS to SA2 are provided).
3 Conclusions and Proposals
IP version selection has always been loosely specified and has therefore been implemented in a flexible manner, according to each operator’s requirements. These requirements always tend to vary quite greatly, hence the advantage of a loose specification. By changing the status quo, a considerable amount of that flexibility is going to be lost. Further modifying the standards does not seem feasible, as the risk of breaking existing implementations is too high. Our proposals are summarized below.
Proposal 1: If operators propose to address the scenario of mixed IP versions in the same network, we believe the most correct way forward is to propose and agree a new WI, rather than trying to address this through TEI12 as we have done so far.
Proposal 2: Adopt Option 2, since it provides the best compromise (CRs and a Draft Reply LS to SA2 are provided).
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