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1. Introduction
In RAN3#84, the necessity of data forwarding from SeNB to MeNB for the bearer split bearer option [1][2] was discussed. It seems that RAN3 achieved an agreement that there is no need to perform data forwarding for split bearer from SeNB to MeNB, but it was not yet captured in running TS36.300. In this paper, we would like RAN3 to re-discuss and reconsider aspects that would benefit from supporting data forwarding for split bearer. We also propose to support data forwarding for split bearer in Rel-12.
2. Discussion
We address the necessity of data forwarding for Split bearer from the points of required buffer size in MeNB, flow control and X2 latency.
Identified problems of buffering all data in MeNB

For the split bearer, all the DL data goes through the MeNB, and MeNB delivers them to UE directly or via SeNB. More specifically, when the MeNB receives the PDCP SDU for the split bearer, it builds the PDCP PDU. Then, flow control entity will calculate how many PDCP PDUs can be delivered toward SeNB based on the SeNB’s information such as allowed buffer size and the aggregated bandwidth in SeNB. When SeNB receives the PDCP PDUs, it buffers them until they are acknowledged by UE. During such operation, assuming that lossless requirement applies also for Dual Connectivity, the possible scenario that may necessitates data forwarding from SeNB to MeNB is SeNB release or SeNB change. When SeNB release/change is triggered, (Source-)SeNB will forward the unacknowledged data to MeNB or Target-SeNB directly. The benefit of this forwarding is to relax the requirement of the buffer size in MeNB so that MeNB can delete the PDCP PDUs immediately after forwarding them to SeNB. Not performing data forwarding from SeNB implies that all the data is buffered in the MeNB. 
The following are discussion points: 
(1) whether it is feasible for MeNB to buffer all the data, and

(2) the implication of X2 signalling and MeNB processing when MeNB buffers all the data.

For the 1st point, we address how much data can be buffered in MeNB in total. The required buffer can be calculated based on e.g., the bandwidth delay product assuming the peak rate when aggregating the CCs. So, when DC is configured, the required buffer size of MeNB is the sum of the bandwidth delay product assuming peak rate of MeNB (BDPMeNB) and that of SeNB (BDPSeNB). 
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Of course, one eNB can be the MeNB for the multiple SeNBs, and the required buffer size in MeNB is increased proportionally as the number of the connected SeNB is increased, i.e., BDPMeNB + BDPSeNB#1 + …. + BDPSeNB#n. Since it is assumed that one macro-eNB accommodates many small cells, it is not realistic to accommodate such huge data in one eNB, which introduces the less-scalability of MeNB, i.e., the number of the connected SeNB will be limited. This has already been identified during RAN2 discussion on selection of UP architecture for Dual Connectivity [3]. In the discussion, the 2 options were discussed, Split at PDCP and Split at RLC. However, the Split at PDCP was finally agreed and the one of the reasons is the relaxation of the buffer requirement in MeNB. Thus, if data forwarding for split bearer is not allowed, the benefit of Split at PDCP over Split at RLC will be diminished.

Observation1:
 
Buffering all the data in MeNB makes MeNB less-scalable and limits the deployment.
For the 2nd point, we consider what is the impact on X2 signalling and MeNB processing capability when MeNB has to buffer all the data. To allow MeNB to effectively release buffer resources, SeNB needs to give feedback if an outstanding data is successfully delivered to the UE. Although it may be assumed that such feedback can be accumulated (e.g., 1 feedback per several successfully delivered data) to prevent excessive X2 signalling, considering the case of significant number of SeNBs are connected to MeNB, these feedbacks will still create a considerably big amount of X2 signalling. As a direct result, MeNB will be very busy on house-keeping and this requires additional processing power in MeNB. 

Observation2: 

Buffering all the data in MeNB will increase the amount of X2 signalling, which will directly impact the requirement for additional processing power in the MeNB.
Flow control and data forwarding

One may argue that since anyway flow control function is assumed to be applied, the eNB anyway needs to buffer all the data towards the concerning SeNBs, and therefore there is no need to perform data forwarding. We think that this observation is somewhat correct. However, we need to take into consideration that flow control is an optional function, and there may be a case where a network only needs parts of, instead of all of the provided flow control functions.
Flow control functionality mainly provides the following:

a. Calculation of data size (should) to be sent in the MeNB and in the SeNB, based on control information from SeNB such as acceptable/available buffer size and if available, the following ARQ over X2 information.

b. ARQ over X2 (taking into account of ARQ provided by RLC between SeNB and UE).

· Awareness in the MeNB of data loss over X2 and data discarding in the SeNB. 
· Considering that there is no retransmission buffer in X2-UP layer, if there is data loss over X2 or data discarding in the SeNB, SeNB will send the data received from MeNB to the UE without waiting for the re-transmission of the dropped data from MeNB. This is because SeNB does not know what data was contained in the dropped G-PDU. Based on the control information sent by the SeNB, the MeNB can either (1) re-send the loss/discarded data via X2 to be sent to UE by SeNB or (2) send them to the UE directly. The effectiveness of this behaviour depends on e.g., the setting of the reordering timer value of PDCP layer in UE and how it affects the TCP behaviour. In some cases, it is better to set smaller timer value in PDCP so that TCP can be aware of the data discarding in eNBs earlier.
 Furthermore, if the data discarding is part of AQM (i.e., due to congestion) in the SeNB, it is assumed that TCP can react accordingly, i.e., shrinking and growing window size based on data loss and received ACKs.
· Awareness in the MeNB of successfully delivered data to UE
· This gives the possibility for the MeNB to release the concerning buffered data and also take into account this information when performing calculation in a). 

During the study phase of Dual Connectivity (and already during Rel-8), RAN2/3 agree on an assumption that the probability of data being loss in X2 is very small [4]. If NW assumes the frequent packet loss over X2 may occur, NW should not configure the split bearer over such backhaul, since the Tput enhancement by split bearer cannot be achieved.  In the networks where rare X2 data loss is assumed, only flow control function (a), i.e., the calculation of traffic amount to be sent in MeNB and SeNB is needed. In this case, the MeNB can be implemented with smaller buffering capability (compared to MeNB in the network higher probability of X2 loss), but in order to provide loss-less transmission during SeNB change/release, the ability to forward the data from SeNB to MeNB for split bearer is essential.


Observation 3:

In a network where data loss over X2 is rare, there is no need to provide large buffering capability in the MeNB, but there is a need to perform data forwarding for split bearer from SeNB to MeNB.

X2 latency and data forwarding

One of the cons of the data forwarding from SeNB to MeNB is the latency due to the additional X2 delay. However, the delay is comparable with X2 HO, and it is not so critical when we assume the main usage of the small cells is to offload U-plane such as BE data.

Observation4: 
The latency due to data forwarding is comparable with X2 HO, and it is not critical.
Based on the discussion above, we think there is no clear benefit to limit the eNB’s implementation in the specification because it is up to operator to deploy which NW (i.e., NW with X2 loss assumption and therefore need full functions of flow control or one with no X2 data loss but with SeNB to MeNB data forwarding support). Considering all the above aspects, we think that data forwarding from SeNB to MeNB should be allowed for split bearer.

Proposal: 
Data forwarding from SeNB to MeNB should be allowed for split bearer.

3. Summary and proposal
In this contribution, we discussed the need for the data forwarding from SeNB to MeNB for the split bearer, and the followings were observed and proposed:
Observation 1:
Buffering all the data in MeNB makes MeNB itself less-scalable and limits the deployment.
Observation 2: 
Buffering all the data in MeNB will increase the amount of X2 signalling, which will directly impact the requirement for additional processing power in the MeNB.

Observation 3:   In a network where data loss over X2 is rare, there is no need to provide large buffering capability in the MeNB, but there is a need to perform data forwarding for split bearer from SeNB to MeNB.

Observation 4: 
The latency due to data forwarding is comparable with X2 HO, and it is not critical.
Proposal: Data forwarding from SeNB to MeNB should be allowed for split bearer.
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