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1. Introduction 
It has been agreed in RAN3#85 the handling when reception of GTP-U error indication in SeNB and MeNB, based on the CT4 LS [R3-141558], that no further standard effort is necessary in RAN specification i.e. the procedures for dual connectivity e.g. the SeNB Modification or SeNB Release can be used[R3-142093]. 
On the point that GTP error indication from the SeNB to the SGW results in release of S1-C/U connection of the MeNB and the UE context, it is FFS whether this is an issue and if yes how to handle. [R3-142109]
This contribution further discussed the handling of GTP-U errors in dual connectivity including reception of Error Indication as well as error in Echo operation.
2. Discussion
2.1 GTP-U Error Indication
The main possible issue is that the 23.007 has specified to release the UE context when S-GW receives an error indication from the eNB [23.007]. This will also apply to the SeNB case where the consequence is that it will result in releasing the UE context in MME and MeNB. This existing handling may be justified as too much from dual connectivity aspect because an error handling in SeNB e.g. due to restarting, should not imply any related error in MeNB. 
A possible principle to be established is that:
Proposed principle: any GTP error in SeNB does not imply any GTP error in MeNB.

With this principle, it does mean that the MME may not try to release the UE context when the S-GW receives a GTP error in UE’s tunnels from SeNB. The next question is how do the SGW and MME identify whether the Error Indication is from SeNB. The standard effort and the impact on existing implementation may be too much if 29.274, 23.007 will need to modify the error handling concept or principle in GTP, for example, so far any error in one tunnel of a UE that result in releasing the UE context is considering that there has been out of synchronization between eNB and S-GW/MME, then the easy way is to remove the UE context. One other thinking is that, since this is an error handling which should not happen frequently after the system will become stable, giving too much standard and implementation effort may not be feasible.

However all these error handling cases are not RAN3 expert therefore we should ask CT4 how will be the impact instead of ordering them to change the spec.

Proposal 1:  It is proposed to send an LS to ask CT4 how will be the impact on the standard as well as the implementation if it is to change not to release the related UE context when the S-GW receive an Error Indication of a GTP-U tunnel from the SeNB.
2.2 GTP-U Echo
The similar may happen also when handling the error in Echo e.g. when SGW does not receive response of the Echo from SeNB, it may result in releasing of the UE context in MME and MeNB. Therefore when error in echo procedure, the similar way as proposal 1. 
3. Conclusion and proposal

This Contribution discussed the handling of GTP-U error in dual connectivity aspect.

Proposal 1:  It is proposed to send an LS to ask CT4 how will be the impact on the standard as well as the implementation if it is to change not to release the related UE context when the S-GW receive an Error Indication of a GTP-U tunnel from the SeNB.
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Annex: Quoted text
Quoted from 23.007 chapter 21.7 SGW

	21.7
SGW

For an 'Active' mode UE having a user plane connection with an eNB, i.e. SGW has F-TEIDs assigned by eNB for user plane for the UE, when the SGW receives a GTP Error Indication for a Bearer Context from an eNodeB, the SGW should not delete the associated Bearer Context but delete all the eNodeB GTP-U tunnel TEIDs for this UE and sends a Downlink Data Notification message to the MME (the complete behaviour is specified in clause 22). 


Quoted from 23.007 chapter 22 Downlink Data Notification Handling at MME/S4 SGSN 

	22
Downlink Data Notification Handling at MME/S4 SGSN

If the MME/S4 SGSN receives a Downlink Data Notification message from the SGW as a result of the SGW having received an Error Indication message from the eNodeB/RNC or S4-SGSN over S4 User Plane, the MME/S4 SGSN should perform the following:

· If the UE is in IDLE state, upon receipt of the Downlink Data Notification message, the MME/S4 SGSN shall perform the Network Triggered Service Request procedure as specified in 3GPP TS 23.060 [5] and 3GPP TS 23.401[15].
· If the UE is in CONNECTED state, upon receipt of the Downlink Data Notification message, the MME shall perform S1 Release procedure and perform Network Triggered Service Request procedure as specified in 3GPP TS 23.401[15]. 


Quoted from 23.007 chapter 20.3
	20.3
User plane path failure detection and handling

20.3.1
General

GTP-U entities shall support detection of path failure by using Echo Request / Echo Response messages in the following way. A path counter shall be reset each time an Echo Response is received on the path and incremented when the T3-RESPONSE timer expires for any Echo Request message sent on the path. The path shall be considered to be down if the counter exceeds N3-REQUESTS. 
Upon detecting a path failure, the network node should notify the failure via the Operation and Maintenance system and may either

-
delete the bearer contexts associated with the path in failure; or

-
maintain the bearer contexts associated with the path in failure during an operator configurable maximum path failure duration. The network node shall delete the maintained resources if the path is still down when this duration expires. 

NOTE 1:
During transient path failures (e.g. path failures not exceeding few minutes at most), maintaining the bearer contexts associated with the peer's IP address enables the delivery of end user services (when the path is reestablished again) and also avoids unnecessary signalling in the network for restoring those bearers.

NOTE 2:
It is not intended to maintain bearer contexts during long path failures (e.g. exceeding few minutes at most) as this would imply undesirable effects like undue charging.


