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1   Introduction
During the discussion in the last meeting, a WF [1] was made by RAN3. It listed the solutions with their issues, pros and cons.
For solution 5, the WF lists the issues, pros and cons as following,

	RAN solutions
	Functional issues
	Pros
	Cons
	System impacts CN, RAN, UE

	Solution 5: The eNode B would drop remaining data packets for a TMGI if there is not enough PTM resource dimensioned in the cell to send all of the data. UE would be expected to take further actions.
	1. How to make sure all eNode Bs drop the packets from the bearers with low numbers of users interested, and how to update this in eNB? 

2. How does UE detect that packets were dropped considering low activity level of PTT?

3. UE may need some (per cell) understanding of whether it should establish unicast or not.


	1. No changes to specs required.

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.
	Causes service disruption (of the lowest priority TMGIs).

No possibility for the CN to mitigate the situation.
	


In this contribution, we focus on the solution 5 and analyses the issues, pros and cons of it.
2   Discussion

In order to get a whole picture of solution 5, all the features of solution 5 will be discussed in this section, including functional issues, pros and cons, etc.
2.1   Analysis for the functional issues
· Issue 1: How to make sure all eNodeBs drop the packets from the bearers with low numbers of users interested, and how to update this in eNB?
It is sure that all eNBs drop those packets from the bearers with low numbers of users interested based on the scheduling information from MCE and SYNC protocol. From the following description in TS 36.300, It is very clear that current standard has already supported the eNBs have to drop the same packets in order to support MBSFN. 
	As long as the eNB must drop a packet because it has too much data for this MCH scheduling period, it does the following, 

-
select the last bearer according to the order in the MCCH list with a SYNC SDU available for dropping;

-
for the selected bearer, drop the available SYNC SDU with the highest Packet Number among the SYNC SDUs with the latest Timestamp.


Therefore, this issue can be solved without any impact to the current specifications.
Observation 1: Solution 5 could ensure the eNBs drop the packets and update them on the eNBs by the procedure of the current specification.
· Issue 2: How does UE detect that packets were dropped considering low activity level of PTT?
Because the UE performs actions for receiving service via a unicast bearer although being in the MBMS service area, the UE could detect packets dropped based on the MCCH notification which is already supported by TS 23.468 as well. Thus, it won’t impact the current specifications. 
Observation 2: Solution 5 could solve the packets dropped issue by the MCCH notification.
· Issue 3: UE may need some (per cell) understanding of whether it should establish unicast or not.
If the UE detects there is no broadcast anymore, and it is still interested in the service, the UE shall establish the unicast by notifying the GCS AS and then the GSC AS will sets up a unicast flow. This function is also supported in the procedure for service continuity when a UE has moved out of MBMS coverage in TS 23.468. So it also could be solved without any current specification impact.
Observation 3: Solution 5 could let the UE detect and establish unicast by the service continuity procedure in TS 23.468.
2.2   Analysis for the Cons
Then, for the Cons,
· Con 1: it would Causes service disruption (of the lowest priority TMGIs).

 For this service disruption issue, unless it is an immediate interruption/failure, the data packets are transmitted on the MTCH until the related TMGI is removed from MCCH. The service interruption is the time for UE to re-establish the unicast bearer when it detects the TMGI is not available. When the service disruption can be anticipate with some lead time there is no delay or service interruption for this solution. For example, we assume that the 100% status means the real overload status. Then, if we set that at 75% status, the congestion warning shall be reported and the preparation for handover shall start. Then, because the real status is not overload, the service continuity could be ensured.
Observation 4: Solution 5 could solve the service disruption issue by implementation.
· Con 2: No possibility for the CN to mitigate the situation.
The service can be suspended in MCE and the session is still kept in CN. MCE can decide to resume it later if congestion status is better. Hence, it is only needed to modify M2 interface specification to let the eNBs report the congestion status or the data drop information to MCE and then there is no need for CN to mitigate the situation.
Observation 5: Solution 5 could solve mitigate the congestion without any CN operation.
Observation 6: Solution 5 could solve the congestion issue with minor impact on the M2 specification only.
2.3   Analysis for the Pros

Finally, for the Pros
· Pro 1: No changes to specs required.
After the analysis for the issues and Cons, to ensure it works, the eNBs need to report the congestion status or the data drop information to the MCE and then only M2 specification modification is needed.

Proposal 1: The first Pro in the WF could be changed as ‘Minor change to specs required’.
· Pro 2: No new RAN/EPC interdependency.
After the analysis on the Con 2, this solution could let the service be suspended in the MCE and keep the service in CN. Therefore, this solution would not impact EPC. So there is no new RAN/EPC interdependency.
· Pro 3: No new EPC functionality is foreseen.
With the analysis before, it is quite clear that this solution could solve the issues and Cons without any EPC functionality. 
3   Summary for the solution
Based on the analysis before, it is clear that solution 5 provides a nice way to solve the congestion issue with minor impact on the specification.
Therefore, we propose that,

Proposal 2: Solution 5 should be one of the alternative solutions which could be sent to SA2 for determination.
4   Conclusion
In this contribution, we analyses the functional, pros and cons of solution 5with its specification impact, and our observations and 1 proposal as following:
Observation 1: Solution 5 could ensure the eNBs drop the packets and update them on the eNBs by the procedure of the current specification.
Observation 2: Solution 5 could solve the packets dropped issue by the MCCH notification.
Observation 3: Solution 5 could let the UE detect and establish unicast by the service continuity procedure in TS 23.468.
Observation 4: Solution 5 could solve the service disruption issue by implementation.
Observation 5: Solution 5 could solve mitigate the congestion without any CN operation.

Observation 6: Solution 5 could solve the congestion issue with minor impact on the M2 specification only.

Proposal 1: The first Pro in the WF could be changed as ‘Minor change to specs required’.
Proposal 2: Solution 5 should be one of the alternative solutions which could be sent to SA2 for determination.
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