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1
Introduction
In RAN3#85 further background to the scenarios for the Work Item “Group Call eMBMS Congestion Management” was discussed, and the present document aims to capture the proposed solutions and pros and cons. 
2
Scenarios covered
The following problem scenarios (further described in [1]) are covered in this document:
· Scenario 1: Enabling efficient utilization of MBSFN subframes and avoiding service disruption
· Scenario 2: Radio capacity overload leading to service disruption
In both scenarios, the problem is the traffic going above a level desired by the eNode B, which is due to the traffic activity being higher than typically expected.

The following 2 bearer architectures are considered:

· 1 eMBMS GBR bearer per PTT call group

· 1 eMBMS GBR bearer transports data for multiple PTT call groups (from same GCS AS) simultaneously.

Overbooking over GBR bearer for GSCE Communication is considered as new working hypothesis with regards to the “scaling”.

3
RAN solutions evaluation
	RAN solutions
	Functional issues
	Pros
	Cons
	System impacts CN, RAN, UE

	Solution 1: eNode B signalling to GCS AS via MCE, MME and BM-SC to indicate the issue (scenario 1 or 2) and a list of the TMGIs for which media data is currently flowing. The GCS AS(s) then decide to switch some groups to unicast, or stops the call.
	1. How to ensure GCS AS switches or drops the correct number of groups?

1.bis Coordination of the reaction of multiple GCS-AS? 

2. How does the GCS AS identify the involved UEs? 
3. How does the eNB know that it needs to perform congestion detection? Is it based on OAM, or requested by CN/GCAS?

4. Does eNB monitor all MCHs, or specific MCH(s) / bearers ? For later case, how does eNB know the related MCH(s)? 

5. Does the eNB send the indication periodically, or event-basis? 6. Need to handle eNB reset in case of event-triggered reporting.
7. How does the GCS AS know how much action it needs to take to resolve the issue.

	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups


	1. Many nodes and signaling interfaces are involved.
	RAN, CN

	Solution 2: eNodeB informs MCE about the congestionFor all eNodeBs in the MBSFN area, PTM transmission may be suspended for one or more of the candidate TMGIs. 

RAN-level counting info may help MCE to know which bearers can be suspended/resumed in the MBSFN area.
	1. How to ensure GCS AS switches or drops the correct number of groups?

1.bis Coordination of the reaction of multiple GCS-AS? 

1. How does this work in aligned way if MCE is in eNB?

2. How does UE know further actions as a result of suspension, e.g. following switch to unicast?

3. How does eNB communicate to MCE that there is congestion / recovery?

	1. Reuses some available mechanisms (counting, suspension).
2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen (TBD).
	1. If groups muxd in same TMGI, all groups will be suspended at the same time.
2. Service disruption likely due to MCCH notification delay.
	RAN

	Solution 2bis: Same as 2, but prior to removing the TMGI from MCCH, the eNode B informs the UEs of further required actions. The eNB to UE signalling could be a “pre-coded NAS level (e.g. PDCP SDU level, or other NAS level) indication” or RRC/MAC signalling.
	1. Assume eNode B can use counting report from UEs to decide whether to tell UEs to setup unicast or take some other action.
2. Alignment of the eNB decision with MCE decision.
3. As the MCE has no knowledge of the user plane, how does the eNB transmit the information to the UEs.
	
	
	RAN, UE

	Solution 3: Dynamic reconfiguration of “non-MBSFN subframes” to “MBSFN subframes” and back again is performed. 


	More detail needed on how this would be performed.

	1. Probably little standardization impact.
2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.
	1. Less efficient handling of PTT when some groups could have been moved back to unicast instead.
2. Slow reaction time.

3. May cause service disruption.
	RAN

	Solution 4: Over-dimension MBSFN subframes required, and use these for TM9/10 UEs when PTM traffic does not need it.
	
	1. No changes to specs required.
2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.
	1. The granularity of MBSFN resource dimensioning will likely mean parts of MBSFN subframes are wasted in “normal operation”.

2. Are there enough TM9/10 mobiles to fill the unused frames?
	Relies on existing functionality

	Solution 5: The eNode B would drop remaining data packets for a TMGI if there is not enough PTM resource dimensioned in the cell to send all of the data. UE would be expected to take further actions.
	1. How to make sure all eNode Bs drop the packets from the bearers with low numbers of users interested, and how to update this in eNB? 
2. How does UE detect that packets were dropped considering low activity level of PTT?

3. UE may need some (per cell) understanding of whether it should establish unicast or not.


	1. No changes to specs required.

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.
	Causes service disruption (of the lowest priority TMGIs).
No possibility for the CN to mitigate the situation.
	

	Solution 6 (to be further described): eNB tells all UEs for all TMGIs that are sending data that load reduction is needed.

EITHER:

- GCS AS may have preconfigured at least one UE per TMGI per MBSFN area to report the eNB information to the GCS AS
OR:

- all RRC connected UEs receiving the indication from the eNB, report the eNB information to the GCS AS.
	1. How to ensure GCS AS switches or drops the correct number of groups?

1.bis Coordination of the reaction of multiple GCS-AS? 

The actual benefit of the “UE pre-configuration” component is unclear. 

New signaling is required over GC1. 

How does the GCS AS know how much action it needs to take to resolve the issue. 

	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups


	It seems not possible for different eNBs to make the same decisions and at the same time (the solution requires synchronised packet marking).


	RAN, UE, CN
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