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1 Introduction

In Rel-12, eMBMS provides support for group call for public safety services. Such services are provided to groups of public safety users; the nature of such group calls (push-to-talk with very low activity factor) makes it appropriate to multiplex groups over the capacity configured in the RAN for this type of service.

A new WI on group call eMBMS congestion management [1] has been recently approved by RAN. Among its justifications is the need for the Group Call Services Application Server (GCS AS) to know and react to service disruption events, namely:
1. Imminent service disruption likely, i.e. a high likelihood that the requested throughput will soon exceed available radio capacity, thereby causing service disruption to one or more groups;

2. Actual service disruption due to overload or failure.

The WID [1] states that there may be multiple GCS ASs connected to the same eNBs, and that GCS ASs, BM-SC(s) and RAN may be operated by different companies. This seems to make coordination among the various players more problematic.
According to [1], RAN3 should investigate and subsequently specify (if necessary) a solution so that the GCS AS can react and recovery from the above situations, clarifying in particular whether it is possible for multiple GCS ASs and BM-SCs to serve the same eNB.
In this paper we would like to provide some starting thoughts, focusing on known facts, to better define this scenario.
2 Discussion
The GCSE (Group Communication System Enablers) architecture uses the MBMS subsystem to broadcast push-to-talk voice for public safety services [3].

The GCSE-LTE architecture is shown in Figure 1. Group calls, group management and mapping of groups to IP multicast addresses are handled at the application layer. The GCS traffic is carried over pre-established MBMS bearers, and it is possible to switch between multicast (broadcast) and unicast according to cell load and/or number of interested UEs. The Group Call (GC) application server is outside the RAN and is provided by a third party.
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Figure 1 The GCSE-LTE architecture [3].

In order to ensure that GCSE traffic is treated with higher priority, SA2 recently introduced dedicated QCI values for this type of traffic according to Table 1 below [3]

 REF _Ref395012183 \r \h 
[4].

	QCI
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss Rate
	Example Services

	65
	GBR
	0.7
	75 ms
	10-2
	Mission-critical UP PTT voice (e.g. MCPTT)

	66
	GBR
	2
	100 ms
	10-2
	Non-mission-critical UP PTT

	69
	Non-GBR
	0.5
	60 ms
	10-6
	Mission-critical delay-sensitive signaling (e.g. MCPTT signaling)

	70
	Non-GBR
	5.5
	200 ms
	10-6
	Mission-critical data (e.g. sample services are the same as QCI 6/8/9)


Table 1 New QCI values to support public safety services [4].
2.1 Multiplexing and Capacity Provisioning

Due to the nature of group call traffic (i.e. push-to-talk bursts having an activity level of ~1% [1]) it is appropriate to multiplex [1] several groups over the available RAN capacity. Of course the traffic for all the multiplexed groups will have the same QCIs of Table 1, to ensure it is treated with much higher priority than anything else. Apart from this aspect, it should be possible for an operator to follow well-established best practices and dimensioning guidelines as for multiplexing of several traffic flows which have the same QCI (hardly a novel issue).
We can make the following preliminary observations with respect to public safety group calls.

Observation 1: In terms of capacity provisioning, the multiplexing of group calls does not seem to pose any particular issues with respect to well-established strategies to multiplex traffic which has the same QCI.

In fact, this does not seem particularly different from the case of different MBMS services being multiplexed on the RAN for the same group of UEs.
Observation 2: Public safety GCSE traffic is most likely a limited percentage of the total traffic carried by an operator’s network.

Observation 3: Due to the fact that the priority, delay budget and packet error loss rate for public services are so much more stringent than all other services, blocking non-public-safety traffic in case of e.g. emergencies can potentially free up considerable network capacity.
We can regard this possibility as a sort of “instant massive capacity provisioning” functionality. In any case, a good RAN implementation will always enforce the new QCI together with the ARP set by the operator, ensuring that public service always gets through no matter what.
Observation 4: Service disruption due to network overload for public safety traffic seems to be a very unlikely event.

It is worth noting that it is the EPC that multiplexes several groups on the same bearer, so this process is transparent to the RAN. In case of congestion, therefore, traffic for all public service groups will be affected, without any way for the RAN to discriminate among them. Corrective actions (if any) then might rely on GCS AS implementation. Considering that there may be multiple GCS ASs (for multiple groups), this would also imply coordination among the GCS ASs. This would also need to be studied.
Observation 4bis: GCSE group multiplexing on the same MBMS bearer is transparent to the RAN; in case of congestion, coordination among the GCS ASs would also need to be studied.
Proposal 1: RAN3 should clarify, especially with help from operators, the likelihood of GCSE service disruption due to network overload in view of the above observations.
Furthermore, SA2 has in principle agreed to handle such issues on the application level, as stated in [3]. Therefore, further clarification is needed to avoid duplicate work out of RAN3 scope.
Observation 4ter: It would be beneficial if operators would provide more detailed use cases related to this scenario, which are currently missing from the SA2 TR [3].
2.2 Some Architecture Considerations

It may be worth considering whether a congestion reporting mechanism would address the issues mentioned in the WID [1]. Let us make some additional considerations on the GCSE-LTE architecture of Figure 1.

In order for the GCS AS to be notified in case of service disruption, messages would need to be sent from the eNB all the way to the GCS AS. The corresponding path is shown in red in Figure 2.
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Figure 2 A hypothetical congestion notification path for GCSE-LTE.

We can make the following observations:

Observation 5: Only the M2 and M3 interfaces are under RAN3 responsibility.

Observation 5bis: As noted above, group multiplexing on the same bearer is transparent to the RAN, so a notification mechanism could only give a generic “congested” indication.
Observation 6: A congestion notification message would need to be transmitted through 5 interfaces and 6 network nodes. This seems neither efficient nor responsive.
Observation 7: Considering interface delays, node processing times and GCS traffic characteristics, it is not unlikely that the congestion situation may have changed by the time the GCS AS receives the notification.

Observation 8: Subsequent action by the GCS AS after receiving an outdated congestion notification may actually cause more service disruption (i.e. it might reduce GCSE traffic rate when in fact there is no congestion).
Observation 8bis: Congestion notification would make system behavior even more difficult to predict in the presence of multiple GCS ASs operated by different entities, unless some sort of “GCS AS pooling/coordination” is envisaged.
Proposal 2: RAN3 should discuss the above and confirm that a congestion notification mechanism does not seem beneficial.
2.3 Service Disruption in Case of Failure

RAN3 had discussed these issues in the past, providing some answers [5] to SA2. In particular, on notifying about errors/exceptions impacting service, RAN3 pointed to the following, which may minimize data delivery failures:
· An MBMS restoration functionality has been agreed by CT4 [6] so that the MBMS session can be restored in case of failure in the MBMS-GW, the MME, the MCE and the eNB.

· The M1 interface is based on IP multicast, which embeds native recovery mechanisms.

We also note that the mechanisms above are completely transparent to the GCS AS, and this is certainly an advantage.
Observation 9: MBMS restoration and M1 interface recovery mechanisms seem more advantageous than explicit congestion notification, also considering that they are transparent to the GCS AS.

Incidentally, RAN3 had also asked SA2 to clarify whether specific scenarios and requirements for public safety communications could not be addressed by current standard [5]. It seems SA2 is not able to give any further insight on this point, as no reply has been received on this topic to date.
Proposal 3: RAN3 should confirm that MBMS restoration and M1 interface recovery mechanisms can minimize GCSE data delivery failures.
Proposal 4: RAN3 should confirm that MBMS restoration functionality and M1 interface recovery mechanisms are more advantageous than explicit congestion notification.
3 Conclusions and Proposal
We have introduced the architecture and the background for the group call eMBMS congestion scenario and discussed some preliminary observations to help guide RAN3 work. We propose the following:
Proposal 1: RAN3 should clarify, especially with help from operators, the likelihood of GCSE service disruption due to network overload in view of the above observations.
Proposal 2: RAN3 should discuss the above and confirm that a congestion notification mechanism does not seem beneficial.
Proposal 3: RAN3 should confirm that MBMS restoration functionality and M1 interface recovery mechanisms can minimize GCSE data delivery failures.

Proposal 4: RAN3 should confirm that MBMS restoration functionality and M1 interface recovery mechanisms are more advantageous than explicit congestion notification.
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