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1
Introduction
In the study two strategies to improve the energy efficiency in the network has been discussed. 
Strategy 1 (S1): At low network load switch off some eNodeBs and let the eNodeBs which remain active provide coverage by for instance increasing the power and/or changing the tilt of the antennas. 
Strategy 2 (S2): Perform energy saving mechanisms locally in the network (cell or eNodeB) independently of load in its neighbours.  
According to [2] “Typically radio network planning for cellular networks is carried out to meet both coverage and peak capacity requirements. Generally, base-station density is high in populous areas like cities and town centres to meet the demands of heavy mobile voice and data traffic, especially during peak hours. However, the capacity requirement follows both short and long term temporal variations whereby the capacity demand can fall to less than 25% of the peak demand for nearly 8 hours of the day [5].”
For the energy saving mechanisms following strategy 2 we have assumed, based on the text above, that they are applicable for network loads of 25% and in that case also for 8 hours per day. In order to compare methods of type S1 and type S2 it is needed to estimate to how large extent of time a cell in the network can enter energy saving mode when applying micro sleep or antenna muting mechanisms. In this paper a very simple model is used where the aim is to also take QoS into account. 
In order to provide a kind of “technology potential” estimation, the assumptions for strategy 1 are as follows:

-
The average link budget is assumed to be the same when the network switches to energy saving mode even though the average distance to a UE increases.

-
The network is deployed according to [2]. In [2] the power and tilt is changed in order to provide coverage but here we have assumed that changing the tilt is sufficient.

-
Shadowing is not taken into account.

-
It is assumed that the energy consumption for uplink is not impacted of solutions required to meet the requirements in the study.

-
OAM has perfect knowledge of the UE distribution in the network (both idle and connected).

-
Power consumption of any switched off eNodeB is 0W.

An alternative way of looking at the network for the algorithms using strategy 1 is that when it enters its energy saving state it is a scaled down version of the 19 eNodeB network to a 7 eNodeB network with an increased UE density. It is also assumed that the network also have the possibility to switch to its energy saving state for 1/3 of the time even though it remains unclear if this would actually be the case in a real deployment. One reason for this is that the load needs to be low in every cell in the network and not only low on average.  
Further, the comparison is done for deployments where one frequency layer is available. In a network with several frequency layers, the benefit of methods such as micro sleep and antenna muting would also contribute positively when strategy 1 methods could not be used.
2
Discussion
The following notation is used below 

· S1 (Strategy 1): At low network load switch off some eNodeBs and let the eNodeBs which remain active provide coverage by for instance increasing the power and/or changing the tilt of the antennas. 

· S2 (Strategy 2): Perform energy saving mechanisms locally in the network (cell or eNodeB) independently of load in its neighbours.  
· WQ: The average amount of time work spends waiting in queue.
· 1/μ: Expected service time for an event.

· λ: Rate of incoming work (events) to a cell requiring resources.
2.1 Network model
When deploying a network according to strategy 1 it is assumed that [1]:  “OAM has pre-configured a set of coverage configurations for a limited number (typically 2) of network states for a given geographical area.”.
Because of the impact on neighbours a large part of the network needs to change between the states simultaneously and the mechanism cannot be applied on individual nodes. A typical case discussed in the study is in [2] where 19 eNodeBs with three sectors are used in the normal state and 12 eNodeBs are switched off in the energy saving state. In order for the network to switch to energy saving mode all cells need to have sufficient low load to avoid congestion when the network changes its state.
· The theoretical max capacity of a cell can handle is 100 events per time unit (UEs are distributed to cells according to rectangular distribution). 
· A UE requires 1 to 10 events per time unit for its services (rectangular distribution) and this load is distributed randomly among the cells in the network. 
· Each event corresponds to a request for downlink resources from the UE.

· The service time for an event is assumed to be independent exponential random variables having mean 1/μ.
· An event is requested to be processed by the cell according to a Poisson process with rate λ.
Since the work is put on the cell according to a Poisson process with rate λ the cell can be modelled as an M/M/1 queue. The two M’s refer to that both the inter arrival time and service distributions are exponential hence memory less, or Markovian and 1 that it is a single server. The time between successive requests to process an event is an independent exponential random variable having mean 1/λ. The work is processed immediately if the cell is free and, if not, the work is queued. When the work is completed the first queued work in line, if any, is processed. The service time for a work is assumed to be independent exponential random variables having mean 1/μ. A requirement for the queue to be stable is that λ/ μ < 1 which is applicable here since the network is not congested (the cell is able to process work faster than work arrives). 

2.2 Estimation of cell idle time

The average expected waiting time for a work in an M/M/1 queue is WQ = λ / (μ (μ- λ)) [3]. Figure 1shows WQ for 0< λ<1 for μ = 1.
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Figure 1: The average expected waiting time in an M/M/1 queue. The y-axis in the plot is limited to 10 since WQ approaches infinity for λ close to 1.
From Figure 1 it is seen that the waiting time starts to grow rapidly at approximately 0.7 indicating congestion. Here it is assumed that the operator accepts congestion in 5% of the cells at peak load. When distributing UEs in the network, according to the network model in section 2.1, the probability for cell load shown in Figure 2 is achieved when 41% of total cell load is distributed. 
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Figure 2: The probability for cell load in a network where load is distributed according to section 2.1. The probability is 0.95 that the load is below 70% of the maximum cell load.
Result 1: Average cell load at peak load is 41%
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Figure 3: The cell load probability in a network where load is distributed according to section 2.1 but with 41% of maximum acceptable network load (corresponds to 15% of maximum network capacity). 

Result 2: Average cell load at low load is 15%

In order to achieve comparable QoS values the network, when using strategy S1, switches state at 15% of maximum network load which gives the same QoS as for what the network is dimensioned for in its capacity state:
Assumption 1: The link budget remains the same in the energy saving state as in the normal state in both uplink and downlink.
When using this assumption the estimated gains when using strategy S1 is better compared to if a realistic model of the link budget was used. 
2.1
Estimation of cell idle time 
The expectation values of time the cell has to process user data is for high load 40%, low load 15% and no load 0%. Assuming that the reference signals take 10% of the capacity, the average time a cell has no data to transmit is:
· Percentage of time with no work at high load: 100% - 40% - 10% = 50%
· Percentage of time with no work at low load: 100% - 15% - 10% = 75%

· Percentage of time with no work at zero load: 100% - 0% - 10% = 90%

For the papers showing the performance for methods utilising strategy S1 normally assume that the network is in its energy saving state roughly for 8 hours per day which corresponds to 1/3 of the time in the energy saving state and 2/3 in the normal state. 
Assuming that during a 24 hour period the network is 

· between low load and high load 2/3 of the time
· between zero and low load 1/3 of the time

· the load is equally distributed in the respective interval

The approximate average time when there is no load is estimated as the average value hence:
Estimated percentage of time there is no data send when the system is in 

· normal state: (50+75)/2% = 62.5% 
· low load state: (90+75)/2% = 82.5% 
A network following strategy one and increasing its coverage with a factor 2.71 will increase the load from 15% of maximum capacity to 2.71*15% = 40% of maximum capacity. Taking the average load gives that the percentage of time there is no data to send becomes: (50+90)/2% = 70%. This is summarised in Table 1.
	
	High
	Low

	Reference
	62.5%
	82.5%

	Strategy S1
	62.5%
	70%


Table 1: The idle time in the cell in the high and low load condition in the network mapping to the network states utilised by energy saving methods following strategy S1.
2.2
Estimation of energy efficiency
It is assumed that the reference signals use 10% of the output power. A cell contains two TRXs and Pout is approximated by the percentage d of data sent multiplied by Pmax (Pout  = d Pmax). The network contains 19 three sector wide area (macro) eNodeBs [1]. 
2.2.1 Reference system
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2.2.2 Methods using strategy S1
Since the same distribution is used for all UEs the number of UEs in the coverage of a cell is used to model when the network can switch to energy saving state. 

Assumption: The OAM knows how many UEs (idle and connected is in its coverage area) in order to decide when to switch.
OAM decision: OAM decides to switch from normal state to energy saving state when the QoS is similar to what is expected when the network is in normal state close to what it is dimensioned for.
2.2.3 Methods using strategy S2
Micro sleep
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2.3 Results
The power consumption has been estimated in the high load state and the low load state for strategy 1 methods and micro sleep. Antenna muting and adaptive sectorisation is not included because they would probably require slightly different models. In particular for antenna muting assumptions on the ratio between uplink/downlink data is needed and perhaps also the correlation between these. For adaptive sectorisation the distribution models of UEs would need to model the load on the eNodeB instead of a cell. 
	
	High Load [W]
	Low Load [W]
	Daily average [W]
	Percentage of Reference daily average

	Reference
	331
	293
	318
	100

	Micro sleep
	217
	175
	203
	64

	Coverage change and switch off eNodeBs
	331
	108
	256
	81


Table 2: Comparison of the average power consumption over a 24 hour period. The network is assumed to be in the high load state for two thirds of the time and the remaining third in low load. 
Figure 4 shows the estimated energy saved over a 24 hour period where the network is in low load 1/3 of the time and in high load 2/3 of the time.
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Figure 4: The green colour shows the estimated power consumption over a 24 hour period as estimated in this paper. In method 1 the area covered by an eNodeB is increased without increasing the output power and eNodeBs not needed to provide coverage are switched off assumed to consume 0W. 
2.4 Conclusions
Compared to energy saving mechanisms where the coverage of cells are changed and eNodeBs are switched off mechanisms applied on cell/eNodeB level, such as micro sleep.
· provide larger energy saving gains

· induces only small or no impact on QoS

· does not impact UE power consumption

· does not introduce coverage holes in the network
3
Proposals
Proposal: Capture the results in the TR according to the second Annex.
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5
First Annex
Distributing UEs in the network

The UE distribution in the network is modelled using a Markov Chain. The probability for a cell to be assigned work is assumed to be identical for all cells. 

NC : Number of cells in the network
N: Capacity in work units

Probability to select a particular cell: 1/ NC
The probability that a cell will remain in its current state (that is no load is assigned) if there is remaining cell capacity is 1-1/ NC = (NC-1)/ NC. 

· State 0: No work assigned

· State 1: 1 load unit assigned

· State 2: 2 load units assigned

· …

· State N: N load units assigned and cell is full

The amount of load distributed is between 1 and L in discrete steps. Uniform distribution between 1 and L is assumed hence the probability to add a specific load to the cell is the probability that the cell is selected time the probability that a particular load is distributed. 

P0,0 to PN-1, N-1 = (NC-1)/ NC
Pi,i+1 .. Pi,i+L = 1/NC*1/L  
(if i+L = N then Pi,N = 
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modelling that if the capacity is close to max the probability to enter max capacity increases compared to reaching another state. If the capacity is at 98 the additions of 2 to 10 would reach max capacity hence the probability for entering the max capacity state is is 9/10 and not 1/10). 
PN,N = 1

Remaining elements in the matrix are zero.
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Second Annex: Proposed Changes to TR 36.887
<<<<<<<<<<<<< start of changes >>>>>>>>>>
[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
RP-122035: "Study on Energy Saving Enhancement for E-UTRAN ", CMCC.
[3]
3GPP TR 36.927: “Potential solutions for energy saving for E-UTRAN”.

[4]
R3-130862: “Discussion on the twin state ES solution for LTE coverage layer”, Fujitsu.

[5]
R3-130972: “Energy Saving Enhancement Study on LTE Coverage Layer Scenarios”, NEC.

[6]
R3-131335: "Hybrid TX power optimization for LTE coverage layer", Mitsubishi Electric.

[7]
INFSO-ICT-247733 EARTH Deliverable D2.3: “Energy efficiency analysis of the reference systems, areas of improvements and target breakdown”.

[8]
R3-140983: “Introduction of reference features for Energy Saving”, Ericsson.
[9]
R3-130669: “Transmission power optimization for non-overlapping macro deployments”, Nokia Siemens Networks, CMCC.
[xx]
R3-141307; “Comparison of Energy Saving methods for the coverage scenario”; Ericsson 

<<<<<<<<<<<<< text not modified omitted >>>>>>>>>>
Annex X(informative): Potential Energy Savings for Envisaged Solutions for the Coverage Scenario

In a network where 19 eNodeBs are active in the normal (capacity) state and 7 eNodeBs are active in the energy saving state the covered area has to be increased by α=19/7 = 2.71 for each of the  active eNodeBs which remain active. The following assumptions have been made in the evaluation of this method [xx].
-
The average link budget is assumed to be the same when the network switches to energy saving mode even though the average distance to a UE increases.

-
The network is deployed according to [4]. In [4] the power and tilt is changed in order to provide coverage but here we have assumed that changing the tilt is sufficient.

-
Shadowing is not taken into account.

-
It is assumed that the energy consumption for uplink is not impacted of solutions required to meet the requirements in the study.

-
OAM has perfect knowledge of the UE distribution in the network (both idle and connected).

-
Power consumption of any switched off eNodeB is 0W.
In method 2 micro sleep (micro DTX) is used and applied when there is no data to send in downlink.
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Figure X: The green colour shows the estimated average power consumption over a 24 hour period as estimated in this paper. In method 1 the area covered by an eNodeB is increased without increasing the output power and eNodeBs not needed to provide coverage are switched off assumed to consume 0W. The second method shows the expected average power savings when using micro sleep.
<<<<<<<<<< end of changes >>>>>>>>>>
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