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1. Introduction
In last RAN3#83 meeting it was agreed to continue discussion on proposal for multi-RAT joint coordination use cases.
This contribution will discuss the issues of resource allocation optimization and load balancing improvement.
2. Discussion

2.1 Context information for multi-RAT resource optimization
In current multi-RAT scenario, multi-RAT mechanisms are designed to being always activated, managing all traffic in the same way. For instance, the location update is always performed even for static UEs. Interoperability among different RATs are not always aware of several context information such as user location, user device type, subscriber type, running application, network status, etc. For example statistic data show that most users spend their vast majority of their time within a same area including home and office without or with low mobility. But multi-RAT network mechanisms do not take into consideration that the user will probably not move during a given session. In addition, study data also show that a large fraction of users have limited mobility or that their mobility is predictable. For static users, multiple mechanisms could be muted, e.g.; location update, multi-RAT measurements, etc. By collecting contextual information, multi-RAT uniform decision would be considered and forwarded to different multi-RAT nodes that would offer just the necessary network services for each application according to the user environment, the application type, and the network status. Thus optimizing network resources and also reducing network costs while providing necessary user QoS. 
Therefore,
Proposal1: RAN3 is kindly asked to consider collection and distribution (based on uniform multi-RAT decision) of contextual information to multi-RAT nodes to optimize network resources and reduce network costs.

2.2 Necessity for load balancing improvement
2.2.1 Background
Current Inter-RAT cell load balancing functionalities rely on some type of collaborative exchange of information, such as control signalling between two network nodes. An indirect connection between network nodes based on standard 3GPP RIM. Such a protocol exploits the core(s) network nodes for the exchange of control information between different RATs. 

2.2.2 Drawbacks of the current approach
This RIM approach relies upon the core network nodes (up to two CNs in case of separate CNs) for information exchange, thus increasing core network traffic as well as end-to-end control latency. Furthermore, this approach has the following additional drawbacks:
· Do not support load distribution strategies of idle-mode users.

· Do not take into consideration context information such as user preferences, UE status, network related information, operators’ policies etc.
· Do not have the ability to simultaneously perform load balancing between more than two RATs cells simultaneously. This may result to low load balancing performance and network resource wasting.
· More network entities should be involved for processing the signalling.

Illustrative example 1: 
See Fig1, with current load balancing approaches if LTE cell is overloaded, it will most likely chose 3G cell to perform load information exchange and load balancing some UEs regardless of their service and application type until the 3G cell can no longer take UEs from LTE cell. If LTE is still overloaded, the LTE cell would have no other choice than offload some traffics to 2G. Therefore impacting many LTE UEs user experience as 2G has very low bit rate compared to LTE. 
But, in addition to context information such as user preferences, UE status, network related information, operators’ policies, if the three RATs load are constantly monitored altogether, a better load balancing decision may be adopted.
                                                   
Proposal2: RAN3 is kindly asked to consider load balancing improvement which address the above mentioned drawbacks.
Illustrative example 2: 
With current load estimation mechanism, load estimation of the overloaded cell only take into account connected mode UE traffic. Once the load balancing threshold has not been reached, load balancing procedure would not be triggered. As idle mode UE does not have any traffic, current load estimation and balancing mechanism do not consider idle mode UE. In such scenario, in case burst service request from idle mode UEs, some UEs may experience access congestion or call blocking.
Prior to any service (burst) request from idle mode UEs, if the network can perform “load” balancing of idle mode UEs, such access congestion or call blocking can be avoided. 
Currently, operator can manage RAT selection parameters by OAM based parameters configuration and re-configuration. But OAM based configuration is static. And in case of multi-vendor multi-RAT scenario, this OAM based solution may be too complicated if not impossible. Thus, much more dynamic approach should be considered to allow idle mode UE balancing for better multi-RAT coordination.
Therefore                                             
Proposal3: RAN3 is kindly asked to consider load balancing improvement with consideration of idle mode UEs.
3. Summary and proposals

Based on the discussion above it is summarized the following proposals:
Proposal1: RAN3 is kindly asked to consider collection and distribution (based on uniform multi-RAT decision) of contextual information to multi-RAT nodes to optimize network resources and reduce network costs.
Proposal2: RAN3 is kindly asked to consider load balancing improvement which address the above mentioned drawbacks.
Proposal3: RAN3 is kindly asked to consider load balancing improvement with consideration of idle mode UEs.
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Fig1: Load balancing between 3 RATs
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