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1 Introduction
After concluding the Study Item phase, two architectures were retained for the dual connectivity feature: 1A and 3C. At RAN3#82 RAN3 agreed to reuse X2 interface. This paper looks at enhancements over the X2 interface to establish operation of the dual connectivity options 1A and 3C between two peer eNBs, also considering the possible coexistence of the two options in a multi-vendor network.

2 Description

According to current specifications, X2 interface establishment is automated through the procedure of X2 Setup as shown below:
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After X2 Setup has been run, the X2 interface can operate existing features such as handover or load balancing. But it may not be suitable for dual connectivity because eNB1 cannot first determine if eNB2 supports the dual connectivity feature, and second if eNB2 can operate as a MeNB or as a SeNB only. 
It is therefore necessary that eNB2 indicates its support of dual connectivity and the roles it can support (MeNB, SeNB) in the X2 Setup response message before any dual connectivity operation can be started.
Other parameters may need to be configured as well such as the type of supported user plane option. Indeed, if eNB1 supports only option 1A and eNB2 only supports option 3C then the dual connectivity feature cannot work. For example, it has been agreed in [1] that the same call flow would be used to offload one bearer regardless which option 1A or option 3C is used. If eNB1 later sends a SeNB Addition Request message to eNB2 to offload one bearer in option 1A and eNB2 understands 3C then interworking issue is to be expected.
Therefore the supported options 1A and/or 3C should be exchanged in the X2 Setup as well and could be further negotiated during the SeNB Addition Request procedure if both options happen to be supported.
Another parameter which could be relevant to be exchanged during the setup phase is the backhaul latency. The latency may be different in the two directions and knowledge of the latency can be useful for example in the MeNB to determine whether some particular ERAB are worth offloading or not depending on their characteristics.

Other parameters can be subject to discussion to be sent by eNB2 such as the type of ERAB which eNB2 can accept to be offloaded, the maximum throughput that eNB2 can accept per such type of ERAB or for the total of all ERABs. 
Finally, some parameters can be specific to the supported option. 
· For example for option 3C eNB2 could send the maximum buffered volume which it can accept,
· For option 1A, according to SA3 [2] and [3], MeNB may need to know the algorithms supported by the SeNB to be used with K-SeNB derived from KeNB.

the MeNB may learn which algorithms the SeNB are selecting and may make the selection itself when it knows what the SeNB supports
Proposal 1: it is proposed to discuss one by one the following list of candidate parameters to be exchanged over X2 interface during setup phase in order to establish an X2 enhanced for the dual connectivity operation:
· Support of dual connectivity,

· MeNB and/or SeNB roles supported,

· Option 1A and/or option 3C supported,

· Backhaul latency,

· Type of ERABs which can be offloaded and max throughput per type,

· Maximum buffered volume supported (3C),
· Supported security algorithms to be used with K-SeNB (1A).

Two options are then available to exchange these dual connectivity parameters between eNB1 and eNB2:

Option 1: reuse of X2 Setup procedue
The first option is to exchange the dual connectivity parameters on top of existing X2 Setup Request procedure. 
The advantage of this option 1 is the limited impact and also it could benefit from the eNB Configuration Update procedure whenever any parameter needs updating.
Option 2: use of a new procedure 
The second option is to trigger a new procedure after X2 Setup to exchange the dual connectivity parameters. The (same) new procedure could then also be triggered again whenever an update of the parameters would be needed. For example if MeNB or SeNB wants to modify its configuration such as supported user plane architecture or maximum throughput for dual connectivity or backhaul latency, MeNB or SeNB can simply send the updated configuration to the peer. An example of option 2 is provided here-below:
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1/ in step 1 for example, eNB1 indicates that it supports dual connectivity, both options 1A and 3C, and can act as MeNB.

If eNB2 wants to configure enhanced X2 for dual connectivity it sends a positive acknowledge to eNB1 in which it can include additional parameters.

2/ in step 2 for example, eNB2 indicates that it supports dual connectivity, supports 3C, acts as SeNB, UL & DL maximum throughput, backhaul latency, maximum buffered volume.

After step 2 eNB1 can consider that the enhanced X2 has been established for dual connectivity. Because eNB2 only supports 3C, only 3C can be used. eNB1 can also use the maximum throughput received to judge whether to permit offloading one particular ERAB or ERABs to SeNB and can use the backhaul latency to decide selective offloading based on necessary QoS.   
If eNB2 cannot match the configuration of eNB1 (e.g. dual connectivity not supported, support only MeNB role) then eNB2 can reply with failure message.

The advantage of this option 2 is that eNB2 can acknowledge or fail the enhanced request by a response/failure message. This is not possible when reusing X2 setup because the X2 setup response/failure serves for the basic X2 setup acknowledge/failure.
Proposal 2: decide between option 1 (reuse the existing X2 Setup and eNB Configuration Update procedures to exchange these parameters) or option 2 (design a separate Enhanced eNB Configuration Update procedure to exchange these parameters). 

3 Conclusion and Proposal
This paper has analysed how to enable dual connectivity operation over X2 in a multi-vendor network and made the following two proposals:
Proposal 1: it is proposed to discuss one by one the following list of candidate parameters to be exchanged over X2 interface during setup phase in order to establish an X2 enhanced for dual connectivity operation:

· Support of dual connectivity,

· MeNB and/or SeNB roles supported,

· Option 1A and/or option 3C supported,

· Backhaul latency,

· Type of ERABs which can be offloaded and max throughput per type,

· Maximum buffered volume supported (3C),
· Supported security algorithms (1A).

Proposal 2: decide between option 1 (reuse the existing X2 Setup and eNB Configuration Update procedures to exchange these parameters) or option 2 (design a separate Enhanced eNB Configuration Update procedure to exchange these parameters). 
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