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1. Overall Description:

RAN3 would like to thank SA2 for the LS on Error handling in eMBMS in the scope of public safety and would like to provide the following answers:

Question 1

1) Assume that at the eNB, MCE, MBMS_GW and/or BM-SC (involved in sending traffic on eMBMS bearers) an error or exception condition occurs that prevents the traffic from being delivered to the UE. How soon will the UE be able to recognize that the absence of any received data is due to an abnormal situation? Specifically, if the UE has just received correctly an MBMSAreaConfiguration message on MCCH specifying a TMGI of interest, when will the UE be able to determine if lack of actual traffic for the TMGI on MTCH is due to an error or is legitimately due to no traffic being generated at the source? (SA2 has been assuming an MCCH modification period of 5.12s and a MCH scheduling period of 80ms).

Answer:

RAN3 understanding is that in the solution where pre-established MBMS bearers are used for public safety, the UE cannot detect a failure in traffic delivery but it is typically up to the network elements to detect it. More precisely, if the failure is such that the TMGI continues to be sent in the MCCH, the UE would not be able to detect the difference between network failure and lack of content for the TMGI. 
Question 2

2) SA2 is concerned that detection and reporting of errors by the UE may take too long for the needs of Public Safety systems and is now looking at the possibility of having errors detected and reported by the network. Consequently, SA2 would like to know whether errors/exceptions impacting eMBMS traffic delivery can be detected at the eNB, MCE, and/or MBMS_GW?  If yes, SA2 would also like to know:

i. whether the BM-SC can be immediately notified (directly or indirectly), via standard interfaces, of the occurrence of these conditions, and

ii. approximately how long is it likely to take from the moment when such a condition occurs to the moment when the notification reaches the BM-SC? 

Answer:

As mentioned above, it is typically up to the network elements to detect errors but also to be resilient to such failures. RAN3 would like to draw to SA2 attention to all the recent work accomplished by CT4 under the work item MBMS restoration (WID Code eMBMS_Rest), which make the MBMS system very resilient in release 12. 
More specifically, SA2 error cases can be split into three cases: the error happens at the MBMS-GW, at the eNB, or in-between over the M1 interface. For the MBMS-GW recovery, mechanisms have been designed by CT4 in TS23.007. In case the failure is due to eNB restart, notifying the BM-SC would be of little help, since unicast traffic would also be stopped and the best is to wait for eNB restart completion. Finally, for errors over the IP multicast transport network of the M1 interface, it is RAN3 understanding that the IP transport network already features sophisticated route path recovery mechanisms that would ensure that the interruption remains transient. 
In summary, overall RAN3 does not see a compelling necessity to notify the BMSC in release 12 provided that the operator has deployed the redundancy mechanisms mentioned here-above in its MBMS network.
3) If the functionality mentioned at 2) is not supported, will it be possible to add support for eMBMS error/exception detection and notification within Rel-12?    

Answer:
See answer to question 2. As said above, RAN3 does not see a compelling necessity to notify the BMSC in release 12 provided that the operator has deployed the redundancy mechanisms mentioned here-above in its MBMS network. But RAN3 would like to be informed if case SA2 has specific requirements on error or exception conditions handling in relation with public safety communications which would not be addressed by those redundancy mechanisms.
2. Actions:

To SA2 group.

ACTION: 
RAN3 kindly ask SA2 to take the above answers into account.  
3. Date of Next RAN3 Meetings:
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