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1 Introduction
The FS for Emergency Area for UTRA [1] is scoped to study the handling of Emergency Warnings for HNBs, and the potential benefits and impact of introducing the Emergency Area ID used in LTE. This document analyses the impact of Major Alerts on a HNB system, with particular reference to Issues #7, 8, 9, and 10 recorded in Group 2 (Specific Issues) of the Open Issues section of current version of the TR 25.703 [2].
2 Analysis of Major Alert Loading on the system
As previously raised in [3] Section 4.3.1, there are a number of issues to be considered during operation of emergency warning during a major alert. The operation is described in section 4.1.2 of [2] and items that need to be considered are:
a) Processing time for CBC to carry out cell search to identify the cell locations with coverage overlapping the target area, and then create the SAI address list for a Warning Request Message (Issue #7)
b) Size of CBC to HNB-GW message(s) and impact on that link (Issue #8)

c) Processing time and load on HNB-GW (Issue #9)
d) Error handling for non-deliverable messages

e) Response handling (Issue #10)

f) Total delivery time of message

2.1 CBC Initial Processing

The advent of small cells, including HNBs has dramatically increased the scale at which CBCs need to operate. Whereas previously an operator may have needed to accommodate a few 100,000s of cells, a number now support over 1 million cells, and the evolution of small cell deployment for both 3G and LTE is likely to increase this number still further. When a target area for warning arrives at the CBC, the CBC must identify all cells whose coverage overlaps the target area, identify the RATs supported by these cells, address (e.g. SAI) and the corresponding network node address (RNC, MME, HNB-GW, BSC) to which the message content shall be sent. The respective WRITE-REPLACE messages then need to be created and sent to each affected network node for distribution.

It could be argued that increasing the processing power of the CBC would solve this issue. However this is not a clean solution to handling scaling, and a mechanism that allows growth of cell numbers without having to increase CBC processing correspondingly is desirable. Further, if HNBs are clustered geographically (e.g. in the same high-rise building or apartment block) then being able to group them for addressing purposes aids this scaling as well as reducing the search time required by the CBC. 
2.2 CBC to HNB-GW message and impacts

The impact of these messages follows the analysis carried out by Motorola in [4]. Although this analysis considered Cell ID message sizes for LTE, there is a direct comparison because the number of octets used in a Cell ID + PLMN combination for addressing is 4 + 3 = 7, which is the same as the SAI required for 3G operations (SAC + LAC + PLMN).
The maximum number of SAI in a message to a HNB-GW is 65535 as this is the maximum number of HNBs allowable under a HNB-GW and current specifications require the SAI for emergency broadcast to be unique. Consequently the address list size of a WRITE-REPLACE  message ([4], 9.1.3) from CBC to HNB-GW where all HNBs are addressed will be 460 kbytes.
LTE comparison

In contrast, LTE allows and addressing option of having an empty address list (TAI, Warning Area) for WRITE-REPLACE WARNING REQUEST [7] which indicates to an MME that it should broadcast to all eNodeBs that it serves. 
If the alert is not quite so widespread, LTE also allows alternative addressing mechanisms such as TAI lists and Warning Area lists that allow multiple eNodeBs to be grouped together, providing a hierarchical method of constraining the size of the address list as the number of cells grows.  
2.3 Processing time and load on HNB-GW

The HNB-GW will terminate the incoming WRITE-REPLACE message and parse it to verify that it supports the SAIs provided in the address list. It will then look up an IP address for every SAI that it is currently providing resources.
It is expected that the HNB-GW will also filter and re-write the Service Areas List of a received message down to a single SAI before sending the message to each corresponding HNB that has that SAI. Otherwise, a maximum size message being forward to 65k HNBs would generate approximately 30 Gbyte of messaging data near the Security Gateway as the message was forwarded towards HNBs. In this case a 20Gbps link below the HNB-GW would require 12s to send the message towards the HNBs – longer than allowed for emergency cell broadcast in some countries.  Consequently the HNB-GW also has to include the message re-writing in its processing load.
However, this in turn will likely generate a temporary storage requirement for all these modified messages differing in their addresses. Depending on the Broadcast Message Content (maximum size 9.6kbits), this would imply approximately 80Mbyte of temporary storage.
2.4 Error Handling, Non-Deliverable Messages and Response Handling
The Response to a WRITE REPLACE message is potentially even larger in size than the original: this is because if the IE Number of Broadcasts Completed List ([5], section 9.2.10) is included in the response (WRITE-REPLACE COMPLETE or WRITE-REPLACE FAILURE) then in addition to each Service Area Identifier (7 octets) successfully broadcast to there will be the Number of Broadcasts for that SAI (which will occupy 2 octets). This gives a maximum message size of over 576 kbytes towards the CBC.
Link Reliability and consequences
In the case of major alert types such as earthquakes, then there is an increased risk that a number of the Iuh backhaul links from HNBs to a HNB-GW, quite possibly outside operator control, will have failed. This will be detected by the HNB-GW since the tunnel keep-alives will fail, but the TR-069 OA&M system may not be fully aware because the mechanism does not maintain a permanently active connection. As a result the CBC may not be aware that the HNB and associated SAI are not reachable, and include the SAI in the address list, triggering a WRITE-REPLACE FAILURE.
Waiting to respond
The time before the HNB-GW can respond to a WRITE-REPLACE also needs to be considered. In the case of a macro-cellular network with RNCs, there will be links with known quality and performance down to the NodeBs, enabling the NodeBs to respond that they have broadcast messages in a reasonably grouped time range. However, in the case of HNB, where the Iuh link is over backhaul that the operator may have no control over, and be of limited quality (e.g. DSL). This raises the issue of how long a HNB-GW should wait until it sends a COMPLETE or FAILURE message detailing success or failure for all the SAIs that were included in the original WRITE-REPLACE message, or whether a mechanism is needed to allow a HNB-GW to respond with more than one message to keep the CBC informed of status in a timely fashion.
2.5 Total processing time

There is a requirement in [6] that primary ETWS notification shall be delivered from PLMN edge to the UE in less than 4 seconds. Even if this requirement is not placed on closed access consumer HNBs, where the operator has no control over the backhaul, it may be expected that for open access picocells with operator-controlled deployment a similar requirement will exist. If these picocells are connected to a HNB-GW as well as consumer HNBs, then the total number of HNBs of whatever type connected to the HNB-GW (and CBC) will affect the processing time.
The above analysis in this and previous secgtions indicates that the large numbers of HNBs and current one-one addressing mechanism via SAI could create significant uncertainties in the delivery time of broadcast warning messages, particularly in the case of a major alert on a large deployment, and so it is beneficial to have mechanisms to control and reduce these uncertainities. 
3 Text Proposals

Proposal 1

It is proposed that Issues # 7 of Group 2 is listed in the Confirmed Issues section.

Text based on the analysis in section 2.1 of this document shall be included for explanation.
Proposal 2
It is proposed that Issues # 8 of Group 2 is listed in the Confirmed Issues section.

Text based on the analysis in section 2.2 of this document shall be included for explanation.

Proposal 3
It is proposed that Issues # 9 of Group 2 is listed in the Confirmed Issues section 

Text based on the analysis in section 2.3 of this document shall be included for explanation.

Proposal 4
It is proposed that Issues # 10 of Group 2 is listed in the Confirmed Issues section 

Text based on the analysis in section 2.4 of this document shall be included for explanation.
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