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1	Introduction
At the last RAN2#83 meeting, RAN2 agreed that only the MeNB generates the final RRC messages to be sent towards UE [1]. In this contribution, we discuss network deployment scenario for control plane from Xn protocol point of view and propose to agree on and share our conclusions with RAN2 [2].
2	Deployment scenario for Control Plane 
At the last RAN2#83 meeting, RAN2 agreed to use Control Plane option C1 as baseline for dual connectivity [1]. 
-	Option C1: Only the MeNB generates the final RRC messages to be sent towards the UE after the coordination of RRM functions between MeNB and SeNB. The UE RRC entity sees all messages coming only from one entity (in the MeNB) and the UE only replies back to that entity. L2 transport of these messages is FFS (e.g. transfer via SeNB).
-	Option C2: MeNB and SeNB can generate final RRC messages to be sent towards the UE after the coordination of RRM functions between MeNB and SeNB and may send those directly to the UE (depending on L2 architecture) and the UE replies accordingly. How and whether to distinguish source and destination RRC entity are FFS. How to route UL messages is FFS. L2 transport of these messages is FFS (e.g. transfer via SeNB).
As a result, what needs to be conveyed over Xn is the following:
-	Xn-AP signalling messages (e.g., used for SeNB configuration);
-	User Plane data;
-	RRC messages from MeNB to UE via SeNB in the DL and from UE to MeNB via SeNB in the UL (FFS in RAN2).
In order to reduce complexity, the number of protocol stacks to be supported over Xn needs to be limited. From the above list, based on what is already used over X2, the bare minimum needed is:
-	one stack based on SCTP for Xn-AP signalling messages;
-	one stack based on GTP-U for User Plane data;
-	an additional stack for RRC messages;
The first obvious solution to limit the number of protocol stacks to be supported over Xn is to preclude the transmission of RRC messages over Xn. But because this point is still FFS, it needs to be studied how this can be done in a manner that limits Xn complexity. Two approaches can be foreseen:
1)	one stack for Control Plane in general, covering both Xn-AP signalling messages and RRC messages (another stack based on GTP-U for User Plane data);
2)	one stack for User Plane data and RRC messages (another stack based on SCTP for Xn-AP signalling messages).
Conclusion 1: In order to reduce complexity, the number of protocol stacks for Xn needs to be limited and in order to convey RRC messages over Xn interface, either a common stack for CP messages (Xn-AP signalling messages and RRC messages) or a common stack between UP and RRC messages should be adopted.
In the following section, the two options will be detailed.
3	Common Stack for CP
In this approach, a common stack covering both Xn-AP signalling messages and RRC messages is used. The protocol stack for Xn-AP is similar to X2-AP and depicted on Figure 1 below:


Figure 1: Xn-AP protocol stack

3.1		Alternative 1A and 2A
With PDCP layer at SeNB (corresponding to Alt.1A and 2A), the resulting stack is as described on Figure 2. In this model, Xn-AP on top of SCTP is used to transfer RRC messages in an Xn-AP container. Since PDCP is terminated at SeNB, same security concern [3] as U-plane architecture Alt.1A and 2A for delivering RRC messages over Xn may be expected. 


Figure 2: Protocol stack for Alternatives 1A and 2A

Observation 1: In Alternatives 1A and 2A of U-plane option, the protocol stack to convey RRC messages over Xn interface should be as depicted on Figure 2, where Xn-AP container on top of SCTP is used. There may be security concern for delivering RRC messages over Xn interface.

3.2		Alternative 2C and 3C
With RLC layer at SeNB (corresponding to Alt.2C and 3C), the resulting stack is as described on Figure 3. In this model, Xn-AP container on top of SCTP is used to deliver PDCP-PDUs containing RRC messages and the resulting stack is as described on Figure 3.



Figure 3: Protocol stack for Alternatives 2C and 3C

Observation 2: In Alternatives 2C and 3C of U-plane option, the protocol stack to convey RRC messages should be as depicted on Figure 3, where Xn-AP container on top of SCTP is used for transferring PDCP-PDUs containing RRC messages over Xn interface.

3.3		Alternative 3D
With the master-slave RLC approach (corresponding to alternative 3D), the resulting stack is as described on Figure 4. In this model, Xn-AP container on top of SCTP is used to deliver RLC-PDUs containing RRC messages. 



Figure 4: Protocol stack for Alternative 3D (common for CP)

Observation 3: In Alternatives 3D of U-plane option, the protocol stack to convey RRC messages should be as depicted on Figure 4, where Xn-AP container on top of SCTP is used for transferring RLC-PDUs containing RRC messages over Xn interface.

From the above analysis, we can conclude in any U-plane option, Xn-AP container can be supported by enhancing Rel-11 X2-AP specification.
Conclusion 2: In the approach for using a common stack for CP, Xn-AP container used for delivering contents of RRC messages can be supported by enhancing Rel-11 X2-AP specification in any U-plane option.
4	Common Stack for UP and RRC
In this approach, we try to use a common stack covering User Plane data and RRC messages while Xn-AP signalling messages for SeNB configuration are delivered on top of SCTP according to Figure 1.

4.1		Alternative 1A and 2A
With PDCP layer at SeNB (corresponding to Alt.1A and 2A), there is no reliable delivery over Xn and SCTP must be used. The resulting stack is then as already described on Figure 2.
Observation 4: In Alternatives 1A and 2A of U-plane option, it is not possible to share a common stack and the protocol stack with that of user plane to convey RRC messages over Xn interface.

4.2		Alternative 2C and 3C
With RLC layer at SeNB (corresponding to Alt.2C and 3C) there is no reliable delivery over Xn and SCTP must be used. The resulting stack is then as already described on Figure 3.
Observation 5: In Alternatives 2C and 3C of U-plane option, it is not possible to share a common stack and the protocol stack with that of user plane to convey PDCP-PDUs containing RRC messages over Xn interface.

4.3		Alternative 3D
With the master-slave RLC approach (corresponding to Alt.3D), reliable delivery over Xn is guaranteed for SRBs and the same stack as for user plane data can be used to convey RRC signalling over Xn i.e. GTP-U on top of UDP can be used to deliver RLC-PDUs containing RRC messages 



Figure 5: Protocol stack for Alternative 3D (common for UP and RRC)

Observation 6: In Alternatives 3D, the protocol stack to convey RRC messages should be as depicted on Figure 5, where GTP-U on top of UDP is used for transferring RLC-PDUs containing RRC messages over Xn interface.

From the above analysis, we can conclude that only Alternative 3D allows to reuse the same stack as the one used for user plane.
Conclusion 3: Only Alternative 3D of U-plane option can reuse the same stack as for the user plane to convey RRC messages over Xn interface.
5	Single connectivity consideration
Based on MeNB load, SeNB load, no radio resource available from MeNB, UE capability and other situation, operators may select to use only SeNB for such users. Therefore single connectivity should be considered if RRC is still terminated at the MeNB and the MeNB radio resources are not used, but only the SeNB radio resources are used. If in these cases a logical connection to MeNB was deemed necessary, architecture and protocol stack for single connectivity should be aligned with the one for dual connectivity to avoid dramatically changes and complexity between them. 
Conclusion 4: If a logical connection to MeNB was deemed necessary for users with single connectivity to the SeNB, architecture and protocol stack of single connectivity should be aligned with that of dual connectivity.
6	Conclusions
Conclusion 1: In order to reduce complexity, the number of protocol stacks for Xn needs to be limited and in order to convey RRC messages over Xn interface, either a common stack for CP messages (Xn-AP signalling messages and RRC messages) or a common stack between UP and RRC messages should be adopted.
In the approach for supporting a common stack for CP, we provide the following observations and conclusion.
Observation 1: In Alternatives 1A and 2A of U-plane option, the protocol stack to convey RRC messages over Xn interface should be as depicted on Figure 2, where Xn-AP container on top of SCTP is used. There may be security concern for delivering RRC messages over Xn interface.
Observation 2: In Alternatives 2C and 3C of U-plane option, the protocol stack to convey RRC messages should be as depicted on Figure 3, where Xn-AP container on top of SCTP is used for transferring PDCP-PDUs containing RRC messages over Xn interface.
Observation 3: In Alternatives 3D of U-plane option, the protocol stack to convey RRC messages should be as depicted on Figure 4, where Xn-AP container on top of SCTP is used for transferring RLC-PDUs containing RRC messages over Xn interface.
Conclusion 2: In the approach for using a common stack for CP, Xn-AP container used for delivering contents of RRC messages can be supported by enhancing Rel-11 X2-AP specification in any U-plane option.
In the approach for supporting a common stack for UP and RRC messages, we provide the following observations and conclusion.
Observation 4: In Alternatives 1A and 2A of U-plane option, it is not possible to share a common stack and the protocol stack with that of user plane to convey RRC messages over Xn interface.
Observation 5: In Alternatives 2C and 3C of U-plane option, it is not possible to share a common stack and the protocol stack with that of user plane to convey PDCP-PDUs containing RRC messages over Xn interface.
Observation 6: In Alternatives 3D, the protocol stack to convey RRC messages should be as depicted on Figure 5, where GTP-U on top of UDP is used for transferring RLC-PDUs containing RRC messages over Xn interface.
Conclusion 3: Only Alternative 3D of U-plane option can reuse the same stack as for the user plane to convey RRC messages over Xn interface.
For single connectivity consideration, we provide the following conclusion.
Conclusion 4: If a logical connection to MeNB was deemed necessary for users with single connectivity to the SeNB, architecture and protocol stack of single connectivity should be aligned with that of dual connectivity.
Finally, our proposal below:
Proposal: RAN3 shall agree on above conclusions and send an LS to RAN2 according to proposed draft LS [2].
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