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1   Introduction
In RAN3#79bis, the proposed scenario for AAS [1] was:

The SON for AAS-based deployments should address scenarios with high traffic demand from high density of UEs. The UEs may be concentrated temporarily or permanently in space; the AAS-based deployment is used to optimise capacity.
The agreed objective was:

The objective of SON for AAS task should be to evaluate whether SON mechanism could be beneficial to optimize inter-operability of AAS operations. Also, as part of the task, an evaluation should be performed of whether existing SON features need to be enhanced to handle the dynamic changes due to AAS activities.

In this document we clarify the scenarios for cell splitting and propose how to capture this in the specification. We also propose how to capture the possible solutions for this.
2   Scenario
AAS could split a cell in geography vertically or horizontally to boost capacity. The ability to use AAS to split cells may be beneficial in cases where the high density of UEs distribution occurs and where it is not motivated to deploy pico cells, e.g. when UEs are concentrated temporarily in space, and when the availability of sites for pico cells are limited.  In case of high number of users, new cells emerge by splitting the existing to boost the capacity in the space, while in case of low number of users, the split cells are merged to avoid unnecessary intra-site handover and reduce the power consumption. 
Usually, the network coverage is typically carefully planned and verified with drive tests. We also think that the coverage as result of every AAS adjustment shall be planned and verified before the AAS is actually performed in real network to avoid coverage hole in AAS adjustment. Therefore, we believe that OAM should be responsible for configuring the RF parameters for the different AAS configurations and only limited number of verified AAS configurations could be selected in AAS adjustment procedure.
Observation1: OAM should be responsible for the coverage for the different AAS configurations and a limited number of verified AAS configurations could be selected in AAS adjustment procedure. 
3   Impacts to SON
 There is currently nothing in the specifications preventing operators to frequently modify the coverage (through OAM) and it may be beneficial to use cell splitting by AAS. Therefore we think it is important to study the impact and possible ways to limit the impact on existing functionalities in multi vendor scenarios.
SON is used to allow automatic adjustment of parameters. This improves system capacity and reduces manual intervention. One example of SON is MRO. MRO is used to optimise mobility parameters to reduce call drops while keeping the amount of handovers at a reasonable rate. This optimisation is normally assumed to be done for a static coverage scenario, or at least a scenario with infrequent changes to the coverage. 

If we introduce the scenario where we change the coverage dynamically for example when adaptive antenna systems (AAS) allow cells to shrink if needed for capacity reasons, this may have an impact on existing SON solutions since this would result in quick and frequent changes to the coverage of the cells.

The main problem that we can see for a distributed scenario, where the eNB makes the decision to split cells, is that the neighbour cells will not be aware that the coverage was modified. Hence, the SON functions will slowly try to adjust to the new scenario. MRO is for example often considered as a function using statistics for a long period of time to make decisions on parameter adjustments. We could also foresee different modes of operations where MRO is more frequently optimising the parameters at an early deployment, but where the changes are less frequent after this optimisation has been running for a while. 
Similarly, for a centralised scenario, when OAM is modifying the coverage by adjusting the RF parameters, OAM will send the default mobility parameters to the eNB. Even if the configuration was used before, and MRO has optimised the parameters, there is no way for OAM to know how MRO was adjusted. Therefore, MRO must always restart from scratch. 

Observation 2: There is an impact on MRO if the coverage is modified
The PCI assignment may be more complicated when using AAS to split cells since OAM needs to guarantee that the PCI used in the different configurations does not introduce a conflict. In a centralised solution this could be planned and configured by OAM. 

But if the distributed method for AAS is used together with the automatic PCI assignment, where OAM provides a range and eNB removes the PCI that creates a conflict,  this may lead to repeated reconfigurations every time a configuration with more cells are used. We believe that the current solution of automatic PCI assignment would still work, as long as all cells (including cells that are currently not used) are included in the list of served cells exchanged over X2. 
Observation 3: There is no impact on the automatic PCI assignment if all pre-configured AAS cells are included in the served cells exchanged over X2.
ANR is used to identify unknown neighbour cells. In case AAS is used, ANR may be triggered when the configuration changes. On the other hand, this will only occur the first time the configuration is triggered. Also, the eNB will include the list of active cells in the list of served cells exchanged over X2. Hence, the neighbour eNBs will be informed of the new cells that emerge in every configuration. Therefore, we believe that there is no impact on ANR.
Observation 4: There is no impact on ANR.
4   Possible solutions
In this section we provide two examples solutions for how AAS can be used for cell splitting. 

4.1   OAM based solution 

1) OAM configures a set of alternative allowed configurations
OAM pre-configures a set of alternative allowed configurations for each eNB. When doing this, OAM takes the PCI assignment of the different AAS configurations into account.  
2) AAS adjustment evaluation triggered by load variation
OAM configure load threshold to eNB, so that the eNB could report to OAM of the load situation to trigger the AAS adjustment evaluation when the load in eNB meets the threshold.

3) OAM evaluate AAS adjustment 

Upon reception of load report form eNB, OAM needs to acquire the necessary information form the reported eNB and the neighbour eNBs to decide if AAS adjustment is needed and to select the AAS parameters. 

4) AAS adjustment execution 

Once the AAS parameters are selected, the OAM will inform the new AAS parameters to eNB to update the AAS configuration and include the previous MRO adjustment used for this configuration. Upon reception of AAS configuration command, the eNB will apply the new configuration and initiate MRO from the indicated point of operation. In addition to this, the eNB may send the current result of the optimization of MRO to OAM, so that OAM can restore this state the next time the configuration is selected without the need to start optimization from scratch.
5) AAS adjustment notification to neighbour cells
OAM needs to inform the neighbour eNB of the AAS changes for the adjusted eNB and include the initial MRO setting for this new configuration. 

The neighbour will restart MRO from the value indicated in this information. In addition, the neighbour eNB need to send the current result of the optimization of MRO to OAM, so that OAM can restore this state the next time the previous configuration is selected.
4.2   eNB based solution 

1) OAM configures a set of alternative allowed configurations
OAM configures a set of alternative allowed configurations to eNB, so that eNB could autonomously adjust AAS.
2) AAS adjustment evaluation triggered by load variation
eNB collect load info from current cell and possibly also from neighbour cells, and trigger AAS modification when necessary.
3) AAS control execution 

Once the AAS parameters are selected, the eNB will store the current result of the optimization of MRO so that the MRO state could be restored in the next time the configuration is selected without the need to start optimization from scratch, and then apply the new AAS parameters and retrieve any previously stored optimization state valid for the new configuration.
4) AAS adjustment notification to neighbours
The current eNB needs to inform the neighbour eNB of the AAS changes. By informing the neighbour which configuration is used, this neighbour eNB can store the current optimization state, and retrieve any previously stored optimization state valid for the new configuration. This notification to neighbours may also include an update of the list of served cells, indicating which AAS cells are currently used.
4.3   Summary

Based on the above analysis, we believe that the only remaining issue to be solved is how to reduce the impact on MRO of frequent coverage changes. 
5   Proposal
We propose that the text in the annex is agreed for insertion into the TR.

6   References
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Annex – Text proposal

4.2
SON for AAS-based deployments
4.2.x
Scenario x – Coverage modifications
Problem description:
The SON for AAS-based deployments should address scenarios with high traffic demand from high density of UEs. The UEs may be concentrated temporarily or permanently in space; the AAS-based deployment is used to optimise capacity.
The ability to use AAS to split cells is beneficial in cases where we would like to split cells temporarily. This may have an impact on MRO, since a modified coverage will affect the suitable handover borders. Without any additional optimisation, MRO optimisation performance may be affected, leading to an increased call drop rate or increased number of handovers (ping pong).
The automatic PCI assignment relies on information about neighbour cells to select an appropriate PCI. Therefore, it may also be affected in case the cells that are currently not used are not included in the list of served cells exchanged over X2.
Solutions:
By increasing the information exchange between network nodes, the impact on MRO and automatic PCI assignment may be reduced. The following solutions have been identified:
· OAM based solution 
In this solution, it is assumed that OAM is responsible for configuring neighbour cells when the coverage is changed for a cell. A centralized (in OAM) controlled solution is already possible today, since OAM is able to send any configuration to the involved eNBs. A possible extension is to allow for eNB to send the current result of the optimization of MRO to OAM, so that OAM can restore this state the next time the configuration is selected without the need to start optimization from scratch. The impact on RAN3 would be limited to an OAM requirement to send for example the current value of the handover trigger to OAM.

· eNB based solution 
In this solution, it is assumed that OAM is responsible for re-configuring neighbour cells. The eNBs exchange a simple indicator when the configuration has changed. By informing the neighbour which configuration is used, this eNB can store the current optimization state, and retrieve any previously stored optimization state valid for the new configuration. The eNB could also include information about all pre-configured cells and whether these cells are currently active in the list of served cells exchanged over X2.
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