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1. Introduction

In the progressing work on X2-Gateway feature, some objectives have been agreed as outcome of the study item and have been turned into WID “Further enhancements for H(e)NB mobility-Part 2” at RAN#56. At RAN#77bis, some agreements and working assumptions have been made, and several questions have been left opened [1].
After briefly reminded the salient architecture difference between the two options called hereafter Full proxy and Routing proxy, the contribution aims to discuss the open points and provide some answers.
2. Discussion
2.1. Full proxy and Routing proxy options

An overview of the two options is reminded in figures below, Figure 1 for routing proxy option, and Figure 2 for full proxy option.
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Figure 1: X2 Routing Proxy option architecture
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Figure 2: X2 Full Proxy option architecture


The full X2 proxy option terminates X2-AP, at least some non UE-dedicated messages. It aims to limit the impact on specifications and on neighbouring eNBs, at the cost of added implementation complexity in the X2-GW. By making the X2-GW presence explicit to neighbours, the routing X2 proxy aims to have a simpler implementation, at the cost of larger impact on specifications.

2.2. Agreements from last meeting
It has been agreed that the HeNB will be configured with the IP address of the X2 GW when connected to an X2-GW. 
2.3. Open points
2.3.1. X2AP message routing

Full X2 proxy option: 

For UE-associated X2 signalling messages, the X2-GW memorises connection identifiers and maintains the mapping. For non UE-associated messages, target node is deduced from cell identifiers when available, or from some other parameters otherwise. An identifier of the source node could be needed however [2].
Routing X2 proxy option:

Message routing in X2 routing proxy option is done by adding in every X2 messages two parameters identifying source and destination nodes. Those parameters can be TNL addresses, typically the IP addresses of the (H)eNBs, or RNL identifiers, i.e. (H)eNB  identifiers, X2-GW being in charge of doing the mapping from RNL to TNL space.

We prefer the RNL alternative for the following reasons.

First, it is cleaner from specification perspective to keep RNL and TNL levels separated as much as possible, thus it is preferable to add RNL parameters in X2-AP messages.

Secondly, the IP address of a HeNB is typically dynamic, and can change when the node is switch on/off or reset. This change is not easily detected by neighbouring eNBs, whereas the task is much more easily achieved by the X2-GW.

In the following sections, it is assumed that routing is made on RNL node identifiers for X2 routing proxy option.
2.3.2. 
Discovery @ eNB (on how the eNB learns the IP address of the X2-GW, and the IP address of the peer node)

Full X2 proxy option: 

The target IP address of the peer HeNB has not to be learnt by the eNB, hence there is no need to add a second IP address in the eNB Configuration Transfer message. The HeNB responding to a TNL address discovery procedure fills in the eNB Configuration Transfer message with the IP address of the X2-GW.

Routing X2 proxy option:

With the assumption that routing is made on RNL node identifiers, the target IP address of the peer HeNB has also not to be known by the eNB. Similarly to Full X2 proxy option, the HeNB responding to a TNL address discovery procedure fills in the eNB Configuration Transfer message with the IP address of the X2-GW.

Hence, in both cases, there is no coupling between S1 and X2 proxy functionalities.
However, in both options, the neighbouring eNB has to be aware of whether the peer node is below an X2 proxy or directly reachable. This can be done by introducing a new IE in the eNB Configuration Transfer message indicating that the responding eNB is behind an X2-GW.
2.3.3. RNL-ID<->TNL-address mapping at X2-GW
Full X2 proxy option: 

Since the X2-GW terminates the X2 interface, the establishment of the X2 trunks between a HeNB and the X2-GW and between an eNB and the X2-GW are independent. 

It can then be assumed that a HeNB configured to lay behind a X2-GW establishes at start-up an SCTP association and an X2 interface with the X2-GW, making the X2-GW able to map RNL-ID and HeNB IP address during this first X2-Setup procedure.  
Routing X2 proxy option:
Since the X2-GW does not terminate the X2 interface, a HeNB is supposed to launch a setup procedure only when it wants to X2-connect to a neighbouring eNB.

In case of such HeNB-initiated X2 setup procedure, the X2-GW can establish the mapping between RNL-ID and TNL address. However, if a setup request comes first from a neighbouring eNB, the X2-GW will not be able to route the message.
One possibility is that the HeNB at start-up establishes a SCTP association and sends a special X2-setup request to the X2-GW,  indicating for example a destination eNB-Id set with a reserved value, for example a null value.

Another possibility would be to introduce an explicit registration procedure (ala 3G), triggered by the HeNB at start-up after SCTP association.
2.3.4. Handling HeNBs switch on/off

Full X2 proxy option: 

Contribution [3] raised a list of issues regarding the Full X2 proxy option. Some of them could be closed when considering answers of open points above, for example considering that HeNB establishes a X2 trunk with the X2-GW at start-up (issue 1), or how X2-GW can maintain RNL to TNL mapping (issue 5). 
The X2-GW has the complexity to have to decode, interpret and re-encode the cell information IEs of X2 configuration messages. This could be acceptable if balanced by less complexity in or less impact to other nodes. However, a neighbouring eNB has to change the way it manages X2 interfaces for neighbours located behind an X2-GW compared to neighbours directly reachable. Hence, the X2-GW is not transparent to neighbouring eNBs. 

Routing proxy option:

As highlighted in 2.3.3 and conversely to [4], an X2-GW has to know RNL<-> TNL HeNB mapping before being able to correctly route an incoming X2 Setup request from a neighbouring eNB to a newly discovered HeNB, implying a registration-like procedure. 
The only way in current specifications of releasing an X2 interface is to tear down the underlying SCTP association. With the presence of an X2-GW, SCTP association and X2 interface states have to be decoupled. Hence, when a HeNB is switched off, the X2-GW has to warn all neighbouring eNBs the HeNB was X2-connected to of this event. For that purpose, the dedicated new X2-Stop(source HeNB-Id) message proposed in [4] could be an option.

However, if the HeNB wants to release a specific X2 connection instead of all of them, the message has to be enhanced to include a target node list.
3. Conclusion
The full X2 proxy option aims to limit the impact on specifications and on neighbouring eNBs, at the cost of added implementation complexity in the X2-GW. However, it seems that impact on eNBs behaviour having neighbours located below an X2-GW is unavoidable.

Thus, the routing proxy option seems more advantageous. Impact on X2 messages is larger, but modifications are rather straightforward and X2-GW implementation complexity is reduced.
An X2-GW based on routing proxy option should have the following:
· Routing  based on RNL identifiers,
· Source and target eNB Ids are added in X2 messages

· A registration procedure, 

· Either with an explicit new message between HeNB and X2-GW, 

· Or by reserving a RNL identifier (null for example) to refer to the X2-GW, allowing to  re-use X2-setup procedure for registration purpose

· A stop message is introduced for the X2-GW to warn neighbouring eNBs about X2 interface shutdown or failure on HeNB side. It should include the source HeNB-Id and a list of destination eNB-Ids,
· S1:eNB/MME Configuration Transfer are enhanced to support the possibility to warn neighbouring eNBs that the discovered node is behind a X2-GW.
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