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1 Introduction

In last meeting, New Postcom provided a contribution [1] that proposed two alternative architectures for the support of multi-RAT in mobile relay. The solution proposed in [1] proposes a new gateway functionality, iRAT-GW to proxy and forward the traffic from LTE to the other RATs. In Alternative A the iRAT-GW is located in the E-UTRAN (DeNB), whereas in Alternative B the iRAT-GW is located in the EPC. It is proposed in [1] that the iRAT-GW be collocated with the relay node’s PGW. With this in mind, it is suggested that iRAT-GW alternative A is best suited for mobile relay architecture alternatives; Alt.2, eAlt.2-1, eAlt.2-2, eAlt.2-3, and Alt. 4. Similarly, it is proposed that iRAT-GW alternative B is better suited for mobile relay architecture Alt.1.

In this paper we further analyze and discuss the implications for these two proposed architectures, and also provide a third approach. This approach leverages the GAN (Generic Access Network) architecture in order to support both circuit switched CS and packet switched PS connections for both GERAN and UTRAN. The proposed architecture is extensible to other RATs, and is independent of the mobile relay architecture used. 
2 iRAT-GW Architecture Solutions
Alternative A: In this architecture the iRAT-GW is located in the initial DeNB. The iRAT-GW acts as a proxy for the RAN to CN interfaces for 2G & 3G UEs. Similar to the S1 interface in the case of LTE, the 2G & 3G interfaces (A/Gb, Iu) should terminate at their respective RAN nodes in the relay node. Thus these interfaces are tunnelled by the P/SGW functions of the RN towards the RN_UE. The RN_UE de-tunnels the respective interfaces, and delivers each to its corresponding RAN entity within the RN. Figure 1 below, illustrates a mobile RN system architecture, implementing a Alt. A iRAT-GW with an Alt.2 mRN. Other mobile RN architectures derived from Alt. 2 (e.g. eAlt.2-1, eAlt.2-2, eAlt.2-3) would be similar.
	Alt.A iRAT-GW + Alt. 2 mRN
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Figure 1: Alternative A iRAT-GW with Alt. 2 mRN
In the case of 3G, the RN emulates a NB towards the UE, and emulates a RNC towards the CN. Whereas, for 2G the RN emulates a BTS towards the UE, and a BSC towards the CN. The iRAT-GW appears as the CN towards the RN, and as the respective RAN (2G or 3G) towards the CN. Figure 2 illustrates the control plan and user plane protocol stacks for a CS domain connection using the Iu interface (Iu-cs). Similarly, figure 3 illustrates the control and user plane protocol stack for a PS domain connection using the Iu interface (Iu-ps). The protocol stacks for A and Gb interfaces can be similarly defined.
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Figure 2: CS domain control plane and user plane protocol stack (Alt. A iRAT-GW + Alt. 2 mRN)
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Figure 3: PS domain control plane and user plane protocol stack (Alt. A iRAT-GW + Alt. 2 mRN)
The CP and UP protocols should be proxied in the LTE RAN for alternative A, but terminate at the RN. Therefore, both the donor eNB and mobile RN should support the appropriate protocol stacks for other RATs. At the donor eNB, the iRAT-GW functionality can be viewed as an enhancement to the R-GW functionality.
Observation 1: For alternative A, the appropriate protocol stacks (CS & PS domain, U-plane & C-plane) should be supported at both the DeNB and the mRN, for each of the supported RATs.  
Observation 2: For alternative A, the iRAT-GW can be viewed as an enhancement to the R-GW functionality to support multi-RATs at the Donor eNB
Alternative B: In this architecture the iRAT-GW is a separate gateway located in the EPC. The functionality is similar to that of Alternative A. The iRAT-GW acts as a proxy for the RAN to CN interfaces towards the respective RAN entities in the relay node. The 2G & 3G interfaces (A/Gb, Iu) are tunnelled by the PGW/SGW functions towards the RN_UE. The RN_UE de-tunnels the respective interfaces, and delivers each to its corresponding RAN entity within the RN. Figure 4 below, illustrates a mobile RN system architecture, implementing an Alt. B iRAT-GW with an Alt.1 mRN.
	Alt. B iRAT-GW + Alt. 1 mRN
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Figure 4: Alternative B iRAT-GW with Alt. 1 mRN
Figure 5 illustrates the control plan and user plane protocol stacks for a CS domain connection using the Iu interface (Iu-cs). Similarly, figure 6 illustrates the control and user plane protocol stack for a PS domain connection using the Iu interface (Iu-ps). 

[image: image5]
Figure 5: CS domain control plane and user plane protocol stack (Alt. B iRAT-GW + Alt. 1 mRN)
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Figure 6: PS domain control plane and user plane protocol stack (Alt. B iRAT-GW + Alt. 1 mRN)

Note that for Alternative B the Relay’s P/SGW does not proxy the various protocols involved. This is because the P/SGW in Alt. 1 assigns a public (routable) IP address to the RN. Hence, only the relay node needs to support the corresponding user plane and control plane protocols for the specific non-LTE RATs. If the Relay’s P/SGW for Alt.2 and its derivatives also provided a public IP address to the mobile RN, then Alternative B could also be used for these mobile RN architectures. This would be functionally equivalent to using Alternative B with Alt.1 mobile RN, except that the iRAT-GW would be located at the DeNB.
Observation 3: In iRAT-GW alternatives B, only the relay node needs to terminate the control plane and user plane protocols for non-LTE RATs.
3 Discussion on iRAT-GW alternative A & B
Inter-operator support: A requirement of the mobile relay study, as defined in 36.836 [2], is to allow for the case when the backhaul link and the access link are managed by different operators.

“The spectrum model where backhaul link spectrum and access link spectrum belong to different operators should also be supported.”  
In particular for the multi-RAT case, we can easily envision that the network that supports and manages the mobile relay, will be different from the network of the end user’s subscription. For example, the operator of the high speed train line may partner with a particular LTE operator to provide relay services for their trains. The passengers of the train will inevitably be subscribers of various mobile networks. Hence it is essential that service can be provided to all the trains customers, regardless of which wireless network provider to which they subscribe. 

Based on this, we can deduce that the operator providing the mobile relay service will require the network architecture to provide the following basic capabilities:

a) The ability to assess billing charges to individual subscribers of other networks relayed through the mobile relay node
b) The ability to impose network policies on services/ bandwidth provided by the network on a per user basis, for the connections of other network subscribers relayed through the mobile relay node.
It is instructive to study the ability of the two proposed iRAT-GW architectures to support these requirements.

In Alternative B, the LTE network provides a pipe for the control and user plane protocols for the other RATs. These data and control flows obviously consume LTE network and air interface resources (Un link). However, as these are delivered directly to the RN UE, there appears to be limited scope to account and charge for the usage of LTE resources used to relay the user data for other RATs. Also the other RAT users are completely transparent to the LTE network. Therefore, it appears that the provider of the relay link would have no ability to impose network policies or restrictions on services to UEs of other RATs.
In the case of Alternative A, the DeNB has more detailed information about the non-LTE data flows, due to the proxy function. Thus it may be possible to policy controls and restrictions on a per subscriber basis. Also in principle, the DeNB could provide information for charging for the usage of LTE network resources. However, there is currently no mechanism within the standard to capture this information and provide it to the billing and charging sub-system.

Observation 4: In iRAT-GW architecture B, the relaying LTE network can not enforce policy controls on services or support individual charging for relay usage for the individual UEs served by other RATs.

Observation 5: In iRAT-GW architecture A, the relaying LTE network can in principle enforce policy controls on services or support individual charging for relay usage for the individual UEs served by other RATs. Support for policy control and charging for relay usage of individual users requires further standard enhancements.

Relay P/SGW relocation: For most of the RN architectures considered in [2] (eAlt.2-1 is the exception), the RN’s P/SGW is anchored at a specific network node. This may be the initial DeNB (e.g. Alt. 2, eAlt.2-2), or may be a P/SGW located in the CN of the relaying operator (e.g. Alt. 1) In both cases, if the RN moves far from the location of its P/SGW functionality, the P/SGW function may need to be relocated within the relaying operators network, or even between the networks of different operators. This may occur often in the case of trains travelling between distant cities, or crossing international boarders. Reference [3] provides a framework to achieve P/SGW relocation for LTE subscribers, by first setting up the new gateway functionality for the mRN, and then transferring UE’s bearer traffic from the old gateway to the new gateway, leveraging the path switch functionality. For multi-RAT support, similar optimization of the relaying path, and transfer of end users traffic bearers must be supported.
In iRAT-GW Alternative A, the DeNB appears to the UE’s CN as an RNC. It is conceivable that relocation of the P/SGW functionality for the RN could be achieved in a manner analogous to that proposed for LTE UEs in [3]. In this case, the iRAT-GW in the new DeNB would appear to the UE’s CN as a new RNC (3G) or a new BSC (2G), and the relocation could be addressed as an inter-RNC HO (3G) or an inter-BSC HO (2G) from the perspective of the UE’s CN. The detailed call flow for this P/SGW relocation is FFS.
On the other hand, for iRAT-GW Alternative B, the RN itself appears as the RNC (3G) or BSC (2G) for the UE’s CN nodes. As the DeNB does not proxy the 2G or 3G interfaces, it does not appear as the BSC or RNC to the UE’s CN nodes. In this case it is not clear how the P/SGW relocation can be executed.
Observation 6: P/SGW relocation can be implemented as an inter-RNC (inter-BSC) HO for iRAT-GW Alternative A. However, for iRAT-GW Alternative B, P/SGW relocation can not be implemented in a similar manner.
4 Alternative C: GAN Based Multi-RAT Solution
This section we propose an alternative solution for multi-RAT mobile relay operation. The key concept of this approach is to hide the details of the access technology used by the UE from the RN’s access and core networks. This is achieved by the introduction of an adaptation layer at the mobile relay node, between the RN cell and the RN UE. Whenever a UE access the RN using a RAT other than LTE, the adaptation layer will instantiate a corresponding “virtual” LTE UE. This virtual LTE UE will attach to the EPC using standard procedures, as if it were an actual LTE UE served by the mobile RN. The EPC selects a PGW to serve the virtual LTE UE, which in turn assigns it an IP address. A default bearer is then setup to tunnel IP packets to the virtual LTE UE through its PGW and SGW. 

With the configuration of the default bearer, the LTE network provides a generic IP network to transport data to the virtual LTE UE. Another node, the GANC (Generic Access Network Controller) provides an access point for the virtual UE to request services from any 2G, 3G, or indeed even non-3GPP compatible CNs. The virtual UE connects to the GANC over a Up interface, as defined in [4]. Note that the GANC may be a stand alone node, or could also be integrated into the PGW for the virtual UE.
The GANC appears as an RNC or BSC to the UE’s CN nodes. Towards the virtual UE, the GANC delivers both user plane data and control signalling via the GA-RRC (Generic Access RRC) layer. The LTE EPC and RAN networks provide a transport path for the packets transferred over the Up interface. The UP interface terminates at the virtual LTE UE, which in turn translates the control messages into the appropriate GERAN or UTRAN control messages for delivery to the real UE over the air interface. Thus in this architecture, a 2G or 3G RN_Cell appears as a BTS or NB respectively to the GANC. We will refer to this multi-RAT architecture solution as Alternative C.   
Note that service requests from the real UE may trigger the adaptation layer to request the setup or modification of additional LTE bearers towards the virtual UE’s CN. These bearers would be configured to provide appropriate QoS for the tunnelled 2G or 3G bearers. Figure 7 below illustrates an example of multi-RAT support in mobile relay, using Alternative C and Alt. 2 RN architecture.
	Alt.C GANC + Alt. 2 mRN
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Figure 7: Alternative C GANC with Alt. 2 mRN
Figures 8 & 9 below illustrate the protocol stack for this architecture for CS and PS domains respectively. Note that these figures correspond to an Alt.2 mRN architecture. However, the UE served by the RN appears to the mobile relay’s network as simply an LTE UE (virtual LTE UE) served by the RN. Therefore Alternative C is independent of the specific architecture adopted for the mobile RN, and could be similarly implemented for any mRN architecture considered in [2].
Alternative C provides several advantages over alternatives A & B proposed in [1]. We can summarize these are follows:

1) Open and extensible architecture that can be applied to support any RAT technology on the mRN

2) No impact to the protocol stack of either the DeNB or the LTE CN nodes

3) New RATs can be supported by upgrade of the mRN only (future proof)

4) Independence from the architecture of the mobile relay node itself

5) No impact to mRN LTE procedures, such as mRN attach, mobility, etc.

6) All procedures that apply to LTE UEs serving on the mRN carry over to the V_UE. For example, the EPC can apply normal charging and policy control procedures to the V_UE (and hence to UEs on other RATs)
Observation 7: Alternative C (GANC + Virtual LTE UE) provides a highly flexible and future proof architecture to support Multi-RAT services on mobile relays over LTE.

[image: image8]
Figure 8: CS domain control plane and user plane protocol stack (Alt. C GANC + Alt. 2 mRN)
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Figure 9: PS domain control plane and user plane protocol stack (Alt. C GANC + Alt. 2 mRN)
5 Conclusion

This paper discusses how to support Multi-RAT by different mobile relay solutions. Alternatives A & B as previously proposed in [1] were discussed and analyzed. A new approach, Alternative C, support based on a flexible GAN-based architecture was introduced. This architecture provides several key advantages over previously proposed multi-RAT architectures.

From the observations in sections 2 - 4, we found that:

Alternative A: 

· Can support P/SGW relocation as an inter-RNC or inter-BSC HO (Observation 2 + 6)
· Higher complexity at the DeNB due to the proxy of the CN to RAN interfaces for different RATs (Observation 1)
· May support per UE policy enforcement and charging with standard modifications (Observation 5)
Alternative B:

· No impact on DeNB complexity, since there is no proxy functionality (Observation 3)
· Not known how to support P/SGW relocation (Observation 6)
· Can not support per UE policy enforcement and charging (Observation 4)
Alternative C:

· No impact to DeNB, but requires GANC in CN (Observation 7)

· Supports P/SGW relocation, based on LTE mobile RN solution.

· Can support per UE policy enforcement and charging (existing LTE functionality) 

The following table summarizes the pros and cons of each alternative:

	
	Alternative A
	Alternative B
	Alternative C

	Impact to DeNB
	Yes
	No
	No

	Impact to CN
	No
	No
	Needs GANC

	RN Architecture Dependency
	Alt.2, eAlt.2-1, eAlt.2-2, eAlt.2-3, Alt.4
	Alt.1 (Alt.2, eAlt.2-1, eAlt.2-2, eAlt.2-3, with public IP address)
	Supports all RN architectures

	Supports Relay P/SGW Relocation
	Yes (inter BSC or inter RNC HO)
	No (Not clear how to support Relay GW relocation)
	Yes (equivalent to support for LTE UEs)

	Supports per UE Policy Enforcement and Charging
	Possible with standard modifications
	No
	Yes 


We propose to include a description of these 3 alternatives, and the comparison table in TR 36.806.
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