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1 Introduction

RAN3 is currently discussing a possible concept of X2 proxy/X2-GW [1], proposed for optional introduction in Rel-11 between macro eNBs and their HeNB neighbors. During RAN3 #75, a number of open issues on this concept was identified and listed [1].
In the same RAN3 meeting, a possible alternative path to achieve the same effect (namely, decreasing the number of SCTP connections for an eNB due to X2 interfaces to its neighbors) was presented [3]. The idea behind this was to perform concentration at the SCTP level (transport layer) rather than at the X2AP level (application layer). Further investigations on the SCTP concentrator concept are found in [4]; in this contribution, we would like to analyze the 12 identified X2-GW open issues from the point of view of an SCTP concentrator. This might seem like a purely academic exercise, but we believe it will further show the benefits of SCTP concentration over X2 proxying.
2 SCTP Concentrator vs. X2-GW Open Issues
The key difference between an SCTP concentrator and an X2-GW is that the first is part of the transport layer, while the latter is part of the application layer. The SCTP concentrator is therefore devised to be transparent to the messages transported over SCTP, and it would break the 1:1 link between X2AP association and SCTP association (see Figure 1) as currently mandated by [5]. Instead of terminating the X2AP layer, the SCTP concentrator terminates the SCTP layer. It switches the various X2AP associations to the different HeNBs, over different streams in the SCTP association to the macro eNB. In principle there could be instances where the lack of a 1:1 link between X2AP association and SCTP association might require further analysis, as discussed in the following sections.
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Figure 1 Protocol stack for the X2 interface over an SCTP concentrator.
2.1 ANR
According to [6], ANR works above the transport layer. Once SCTP connectivity has been established through the concentrator, ANR operates as usual.
2.2 ANR Impact on OAM

It is possible that, due to proprietary OAM extensions / features, the eNB might report the TNL addresses of newly-found neighbors in the NR report to its OAM. If this is the case, all discovered neighbor HeNBs that are connected through an SCTP concentrator will be reported with the same TNL address. The impact of having several neighbors with the same TNL address on the OAM, however, depends on the single OAM implementation.
2.3 Resource Status Request Handling

The handling of Resource Status requests is not affected by the presence of the SCTP concentrator because there is still a 1:1 X2AP association between the two X2 peers.

2.4 Load Information Message Handling

The handling of load information messages is not affected by the presence of the SCTP concentrator because there is still a 1:1 X2AP association between the two X2 peers.

2.5 List of Served Cells in X2 Setup Response
The SCTP concentrator does not modify the contents of the X2 SETUP messages, and there is still a 1:1 X2AP association between the two X2 peers. The handling of X2 setup messages is therefore not affected by the presence of the SCTP concentrator.
2.6 Call Flow with Multiple eNBs Connected to the Same HeNB

In principle, due to the multi-flow characteristics of SCTP [7], a properly implemented SCTP stack within the HeNB should not have any problem mapping different signaling flows with multiple eNBs even though the SCTP association is with a single TNL address. Indeed, the fact that there are multiple X2AP associations (one for every connected eNB) should make it easier for a proper SCTP stack in the HeNB to map the different flows onto different stream identifiers. The SCTP concentrator then maps the different SCTP stream identifiers onto the different TNL addresses of the connected eNBs.
2.7 Managing Simultaneous Direct and Indirect X2 Connections

In each (H)eNB there would be separate X2AP associations for each peer, regardless if it is connected directly or through the SCTP concentrator. For this reason, provided that two (H)eNBs are not connected via direct X2 and via X2 through the SCTP concentrator at the same time, a (H)eNB should not have any problems handling direct and indirect (i.e. through the concentrator) connections simultaneously.
2.8 Interaction with S1-GW

Being part of the transport layer, the SCTP concentrator is completely independent of the S1-GW functionality of the HeNB-GW (if deployed). Therefore, we could envisage several possible locations for the deployment of the SCTP concentrator, ranging from the same physical site as the HeNB-GW (if present) to any sensible traffic concentration point (chosen so that local X2 traffic does not load the backhaul links to the core network). In principle, one could even deploy the SCTP concentrator without having a HeNB-GW at all.
This should offer the operator the maximum possible flexibility of deployment according to its goals and strategies (e.g. minimize the number of network nodes, minimize the number of sites to manage, or optimize the backhaul traffic).
2.9 ACL Management in Target Node
There would be a single TNL address for all HeNBs connected through the SCTP concentrator to a given eNB. Therefore the ACL for the eNB would be greatly reduced. Further analysis on automated X2 setup is given in [4].
2.10 Managing the NRT Flags

There is a single X2AP association for each X2 peer also with the presence of the SCTP concentrator, as stated earlier. For this reason, NRT flag handling does not deviate with the behavior currently specified in [6].
2.11 Error Handling (as per the Scenarios in [2])
Due to the fact that the X2AP layer is not terminated in the SCTP concentrator, there is no impact on the error handling between the two X2AP peers.
2.12 Transparency

The SCTP concentrator is transparent to the X2AP peers, as it does not modify the X2AP messages exchanged over the X2 interface. It is worth noting that all handling of IP addresses, including dynamic changes, are handled transparently with respect to the application layer as per [9].
3 Conclusions and Proposals
We have shown that the 12 open issues identified for the X2 proxy/X2-GW do not pose a problem for the X2 SCTP concentrator concept. With the possible exception of the impact of ANR on OAM and on the management of multiple SCTP streams toward different peers, which could be further investigated, the SCTP concentrator does not have any impact on the existing eNB functionality (especially on the X2AP). We believe this to be a big advantage over the X2 proxy/X2-GW concept.
Proposal 1: The impact of the SCTP concentrator on ANR reporting to OAM, and on the management by the eNB of multiple SCTP streams toward different peers, should be further investigated.

Proposal 2: The SCTP concentrator does not have any impact on any other existing eNB functionality.
4 References

[1] R3-120439
“Update of TR 37.803”, Alcatel-Lucent (rapporteur).

[2] R3-120138
“X2-Proxy”, Nokia Siemens Networks, Huawei, LG Electronics Inc., ZTE, Samsung, NEC.

[3] R3-120321
“SCTP Concentrator: A Simple Solution to a Debated Problem”, Ericsson, Alcatel-Lucent.

[4] R3-120738
“Further Analysis on the SCTP Concentrator Concept”, Ericsson.

[5] 3GPP TS 36.420: “E-UTRAN; X2 General Aspects and Principles (Rel-10)”, v. 10.2.0.

[6] 3GPP TS 36.300: “E-UTRA and E-UTRAN; Overall Description; Stage 2 (Rel-11)”, v. 11.0.0.

[7] IETF RFC 4960: “Stream Control Transmission Protocol” (09/2007).

[8] 3GPP TS 36.413: “E-UTRAN; S1AP (Rel-10)”, v. 10.4.0.
[9] IETF RFC 5061: “Stream Control Transmission Protocol (SCTP) Dynamic Address Reconfiguration” (09/2007).
