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1. Introduction

The RAN#53 plenary meeting has approved a work item on the Multiflow transmission schemes for the HSDPA networks  [1]. So far, this topic has been under intensive discussion in RAN1 and RAN2. During the RAN3#75 meeting, a few companies brought contributions on the analysis of the Multiflow impact to the RAN3 specifications [2,3,4], where in particular [3] focused on more specific aspects of optimizing the control plane for the Multiflow operation.

In this contribution we present a detailed view on a few control plane enhancements for Multiflow including some implementation details.

2. Control plane enhancements

2.1 NodeB timer to control the target buffer size

One of the biggest challenges with the inter-site Multiflow transmission is that data is sent over two different paths with different delays, link speeds, load etc. The fact that data, e.g. RLC PDUs, arrive to a UE from two different links creates a so-called skew problem. There have been extensive discussions in RAN2 on how to solve it, but the common understanding is that either the network-side (RNC) or the UE side can start a “skew timer” that will aim at absorbing more RLC PDUs whenever the gap in the RLC sequence space is detected. Since the “skew timer” value is defined by the network, it easy to understand that RLC PDUs should not be delayed inside the NodeB buffers for the time, which is roughly larger than the “skew timer” value minus transmission delays and minus status prohibit timer value. Otherwise, an expired “skew timer” will result in the NACK and will anyway trigger the RLC PDU re-transmission.   

As a solution to the aforementioned problem and also to a few more related scenarios, it is proposed  in [3] to introduce the NodeB timer value that can be signalled by RNC and which will indicate the upper bound for an RLC PDU to be allowed to stay in the NodeB output buffer. Upon its expiry, the RLC PDU must be removed from the NodeB buffer. We would like however to point out that such a solution would require that a NodeB must be able to support and run timer for every RLC PDU that is receives, which in turn requires further implementation efforts. At the same time, the problem with RLC PDU delayed in the NodeB buffer can be partially or even completely solved if the NodeB target buffer is kept to a very small value with the fast flow control between NodeB and RNC.

So, as can be seen, there are two general approaches where each of them has its own concerns. Our view is that RAN3 should discuss more about the possible scenarios and related solutions. At the same time, both of the solutions can co-exist, i.e., the fast flow control and can be accompanied with the RLC PDU “life timer” for better robustness. 

2.2 Explicit discard indication from RNC to NodeB

During the RAN2#77 meeting, there was a contribution [5] explaining the use case of the network-triggered  RLC reset procedure. As a pre-requisite for that, RNC must flush NodeB buffers before sending the RESET PDU. Another scenario where such a discard indication is needed was presented in [3].

Yet another scenario is that first RNC sends some data to the assisting NodeB, but right after that a bulk of high priority data arrive for UEs, for which that assisting NodeB is a main serving one. In this case, RNC might consider removing data, if any, from the NodeB buffer and resending it over the serving link.  

2.3 Drop indication with RLC PDU SNs

With regards to proposals in sections 2.1 and 2.2, it is important to mention that they can be accompanied with the indication coming from NodeB towards RNC on the removed RLC PDU. This idea is also similar to one presented in [3] but is generalized a little bit. In fact, depending on the RNC configuration, regardless of whether a RLC PDU is removed as a result of expired timer or the buffer flushing command, the NodeB can send back an indication with the correspondent RLC PDU SNs. Such an information will allow RNC to retransmit pro-actively RLC PDUs  without waiting for an explicit NACK indicator from a UE in the STATUS PDU. Since it requires NodeB to look inside the RLC PDU header of every RLC packet, an alternative solution might be to report back only the highest SN. Yet another option is that NodeB just sends back the number of RLC PDUs that were in the buffer. Since the RNC can keep track of which RLC PDUs were sent to a particular link, knowing just the number of RLC PDUs is sufficient in determining which of them were dropped or discarded. 

It is worth mentioning that having this indication of the removed RLC PDU Sns can be extremely useful for the case with the removed radio link or just removed cell from the UE Multiflow configuration. Since there might be data in the NodeB output buffer upon the link/cell removal, this knowledge can assist RNC in re-sending  RLC PDUs.

3. Conclusions

In this discussion paper, we have elaborated on further enhancements for the control plane to support more efficiently Multiflow  in the inter-site scenarios. In particular, we propose  to explore further scenarios where the RLC PDU maximum life timer can be set by RNC, an explicit flush operation from RNC, and also an indication from NodeB to RNC on the removed RLC PDUs during the flush or link/cell removal operation.  
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