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5.1
IMT-2000 CDMA Direct Spread

5.1.1
Overview of the radio interface

5.1.1.1
Introduction

The IMT-2000 radio-interface specifications for CDMA Direct Spread technology are developed by a partnership of SDOs (see Note 1). This radio interface is called Universal Terrestrial Radio Access (UTRA) FDD or Wideband CDMA (WCDMA).

NOTE 1 – Currently, these specifications are developed within the third generation partnership project (3GPP) where the participating SDOs are the Association of Radio Industries and Businesses (ARIB), China Communications Standards Association (CCSA), the European Telecommunications Standards Institute (ETSI), Alliance for Telecommunications Industry Solutions (ATIS Committee WTSC), Telecommunications Technology Association (TTA) and Telecommunication Technology Committee (TTC).

These radio-interface specifications have been developed with the strong objective of harmonization with the TDD component (see § 5.3) to achieve maximum commonality. This was achieved by harmonization of important parameters of the physical layer. Furthermore, a common set of protocols in the higher layers is specified for both FDD and TDD.

In the development of this radio interface the CN specifications are based on an evolved GSM‑MAP. However, the specifications include the necessary capabilities for operation with an evolved ANSI-41-based CN.

The radio-access scheme is Direct-Sequence CDMA (DS-CDMA) with information spread over approximately 5 MHz bandwidth using a chip rate of 3.84 Mchip/s. The radio interface is defined to carry a wide range of services to efficiently support both circuit-switched services (e.g., PSTN- and ISDN-based networks) as well as packet-switched services (e.g., IP-based networks). A flexible radio protocol has been designed where several different services such as speech, data and multimedia can simultaneously be used by a user and multiplexed on a single carrier. The defined radio-bearer services provide support for both real‑time and non-real‑time services by employing transparent and/or non-transparent data transport. The quality of service (QoS) can be adjusted in terms such as delay, bit error probability, and frame error ratio (FER).

The radio-interface specification includes enhanced features for High-Speed Downlink Packet Access (HSDPA), Multiple Input Multiple Output Antennas (MIMO), higher order modulation (64‑QAM) and improved L2 support for high data rates allowing for downlink packet-data transmission with peak data rates approaching 42 Mbit/s and simultaneous high-speed packet data and other services such as speech on the single carrier. In particular, features for enhanced uplink have been introduced, allowing for improved capacity and coverage, higher data rates than the current uplink maximum, and reduced delay and delay variance for the uplink. The addition of higher order modulation (16‑QAM) for the enhanced uplink, allows for peak data rates up to 11 Mbit/s. For efficient support of always-on connectivity whilst enabling battery saving in the UE and further increasing the air interface capacity, the specifications also include the Continuous Packet Connectivity feature (CPC). Similar to the downlink, the improved L2 support for uplink is supported to allow efficient support of high data rates and reduced L2 overhead. For fast state transitions between different states, the specifications also include Enhanced CELL_FACH state, supporting both HSDPA and Enhanced Uplink operation. The CS voice services are supported over HSPA. DC-HSDPA provides support for HSDPA operation on two adjacent carriers in combination with 64-QAM, supporting increased average user throughput and capacity as well as peak data rates reaching up to 42 Mbit/s. HSDPA mobility is further improved by the HS-DSCH serving cell change enhancement feature. The UE battery saving is further enhanced by introduction of DRX support to CELL_FACH state.

In the downlink, further enhancements of DC-HSDPA in combination with the multiple input multiple output antennas (MIMO) feature support peak data rates reaching up to 84 Mbit/s. Also DC-HSDPA combined with 64-QAM makes it possible to operate on two frequencies not being in the same band, but to the same terminal, further enabling operation with DC-HSDPA in different spectrum arrangements.

In the uplink, the dual cell feature is also applicable to two adjacent frequencies in the same band with enhanced uplink in order to support peak data rates reaching up to 23 Mbit/s.

The radio access network architecture also provides support for multimedia broadcast and multicast services, i.e., allowing for multimedia content distribution to groups of users over a point-to-multipoint bearer. More efficient provision of MBMS is supported by Single Frequency Network (SFN) operation with MBSFN.

CDMA Direct Spread was originally specified for the IMT-2000 bands identified in WARC-92 and using 1 920-1 980 MHz as uplink and 2 110-2 170 MHz as downlink. At WRC-2000 additional spectrum for IMT‑2000 was identified and subsequently as a complement to 3GPP Release 99 the relevant specifications have been updated to also include the 2.6 GHz, 1 900 MHz, 1 800 MHz, 1 700 MHz, 1 500 MHz, 900 MHz, 850 MHz, and 800 MHz bands as well as a pairing of parts, or whole, of 1 710-1 770 MHz as uplink with whole, or parts, of 2 110-2 170 MHz as downlink. In addition a more general study has been performed considering the viable deployment of CDMA Direct Spread in additional and diverse spectrum arrangements.

E‑UTRAN has been introduced for the evolution of the radio-access technology towards a high-data-rate, low-latency and packet-optimized radio-access technology.

Transmission bandwidths up to 100 MHz are supported, yielding peak data rates up to roughly 3 Gbit/s in the downlink and 1.5 Gbit/s in the uplink.

The downlink transmission scheme is based on conventional OFDM to provide a high degree of robustness against channel frequency selectivity while still allowing for low-complexity receiver implementations also at very large bandwidths. 

The uplink transmission scheme is based on DFT-spread OFDM (DFTS-OFDM). The use of DFTS-OFDM transmission for the uplink is motivated by the lower Peak-to-Average Power Ratio (PAPR) of the transmitted signal compared to conventional OFDM. This allows for more efficient usage of the power amplifier at the terminal, which translates into an increased coverage and/or reduced terminal power consumption. The uplink numerology is aligned with the downlink numerology.

Channel coding is based on rate-1/3 Turbo coding and is complemented by Hybrid-ARQ with soft combining to handle decoding errors at the receiver side. Data modulation supports QPSK, 16QAM, and 64QAM for both the downlink and the uplink.

The E-UTRAN supports bandwidths from approximately 1.4 MHz to 100 MHz. Carrier aggregation, i.e. the simultaneous transmission of multiple component carriers in parallel to/from the same terminal, is used to support bandwidths larger than 20 MHz. Component carriers do not have to be contiguous in frequency and can even be located in different frequency bands in order to enable exploitation of fragmented spectrum allocations by means of spectrum aggregation. 

Channel-dependent scheduling in both the time and frequency domains is supported for both downlink and uplink with the base-station scheduler being responsible for (dynamically) selecting the transmission resource as well as the data rate. The basic operation is dynamic scheduling, where the base-station scheduler takes a decision for each 1 ms Transmission Time Interval (TTI), but there is also a possibility for semi-persistent scheduling. Semi-persistent scheduling enables transmission resources and data rates to be semi-statically allocated to a given User Equipment (UE) for a longer time period than one TTI to reduce the control-signalling overhead.

Multi-antenna transmission schemes are an integral part of both RITs. Multi-antenna precoding with dynamic rank adaptation supports both spatial multiplexing (single-user MIMO) and beam-forming. Spatial multiplexing with up to eight layers in the downlink and four layers in the uplink is supported. Multi-user MIMO, where multiple users are assigned the same time-frequency resources, is also supported. Finally, transmit diversity based on Space-Frequency Block Coding (SFBC) or a combination of SFBC and Frequency Switched Transmit Diversity (FSTD) is supported.

Inter-cell interference coordination (ICIC), where neighbour cells exchange information aiding the scheduling in order to reduce interference, is supported for the RITs. ICIC can be used for homogenous deployments with non-overlapping cells of similar transmission power, as well as for heterogeneous deployments where a higher-power cell overlays one or several lower-power nodes.

Relaying functionality is included. The relay node (RN, Relay Node) appears as a conventional base station (e-Node B) to terminals but is wirelessly backhauled to the remaining part of the radio-access network (RN connects to an eNB called Donor eNB, DeNB) using a modified version of the E-UTRA radio interface.
SON (Self Organizing Networks) concept has been introduced and includes several different functions from eNB activation to radio parameter tuning for self-configuration /self-optimization functions. SON includes eNB self configuration functions that is Dynamic S1-MME/X2 interface configuration, PCI self configuration, ANR (Automatic Neighbour Relatons), PCI selection, and eNB self optimisation functions that is RACH optimisation, MLB (Mobility Load Balancing) and MRO (Mobility Robustness Optimisation).

SON has been extetended to UTRAN as well, with the introduction of ANR UTRAN function. Inter-RAT self configuration/optmisation functions are defined as well.

The estimated peak rates deemed feasible with E-UTRAN are summarized in Tables 13.1 and 13.2 of TR 25.913
 for FDD and TDD. For both uplink and downlink, it was found that achieving and even exceeding the peak rate requirements outlined in TR 25.912
 is feasible. This is based on a preliminary layer 1 and layer 2 control overhead as well as realistic assumptions on the highest modulation order which can be used in the most favourable WAN environments. Document TS 36.306 provides specific parameters and from this the estimated downlink peak rate under the specified conditions in a 20 MHz reference bandwidth is around 300 Mbit/s and the estimated uplink peak rate under the specified conditions in a 20 MHz reference bandwidth is around 75 Mbit/s.

The radio access network architecture of E-UTRAN consists of the evolved UTRAN Node Bs (eNBs). eNBs host the functions for radio resource management, IP header compression and encryption of user data stream, etc., eNBs are interconnected with each other and connected to an Evolved Packet Core (EPC).

In the downlink, E-UTRAN supports multiple input multiple output features with up to four layers using cell specific reference signals and up to two layers using so called mobile-specific reference signals.

E-UTRAN supports a full set of services ranging from real-time to non real-time packet data services, including optimizations for support of emergency call VoIP and support for location services.

Further, the technology includes RF requirements for multicarrier and multi-RAT base stations (MSR) enabling support of all 3GPP based technologies operating in the same base station equipment.

5.1.1.2
Radio access network architecture

The overall architecture of the radio access network is shown in Fig. 1.

figure 1

Radio access network architecture

(Cells are indicated by ellipses)
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The architecture of this radio interface consists of a set of radio network subsystems (RNS) connected to the CN through the Iu interface. An RNS consists of a radio network controller (RNC) and one or more entities called Node B. Node B is connected to the RNC through the Iub interface. Each Node B can handle one or more cells. The RNC is responsible for the handover decisions that require signalling to the user equipment (UE). In case macro diversity between different Node Bs is to be supported, the RNC comprises a combining/splitting function to support this. Node B can comprise an optional combining/splitting function to support macro diversity within a Node B. The RNCs of the RNS can be interconnected through the Iur interface. Iu and Iur are logical interfaces, i.e., the Iur interface can be conveyed over a direct physical connection between RNCs or via any suitable transport network.
UTRAN architecture includes the HNB GW entity, in case of HNBs deployment. The HNB-GW appears to the CN as an RNC and serves as a concentrator of HNB connections.
Figure 2 shows the radio interface protocol architecture for the radio access network. On a general level, the protocol architecture is similar to the current ITU-R protocol architecture as described in Recommendation ITU-R M.1035. Layer 2 (L2) is split into the following sub-layers; radio link control (RLC), medium access control (MAC), Packet Data Convergence Protocol (PDCP) and Broadcast/Multicast Control (BMC). Layer 3 (L3) and RLC are divided into control (C-plane) and user (U-plane) planes. In the C-plane, L3 is partitioned into sub-layers where the lowest sub-layer, denoted as radio resource control (RRC), interfaces with L2. The higher-layer signalling such as mobility management (MM) and call control (CC) are assumed to belong to the CN. There are no L3 elements in this radio interface for the U-plane.

figure 2

Radio interface protocol architecture of the RRC sublayer (L2 and L1)
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Each block in Fig. 2 represents an instance of the respective protocol. Service access points (SAPs) for peer‑to-peer communication are marked with circles at the interface between sub-layers. The SAP between MAC and the physical layer provides the transport channels. A transport channel is characterized by how the information is transferred over the radio interface (see § 5.1.1.3.1 for an overview of the types of transport channels defined). The SAPs between RLC and the MAC sub‑layer provide the logical channels. A logical channel is characterized by the type of information that is transferred over the radio interface. The logical channels are divided into control channels and traffic channels. The different types of logical channels are not further described in this overview. In the C-plane, the interface between RRC and higher L3 sub-layers (CC, MM) is defined by the general control (GC), notification (Nt) and dedicated control (DC) SAPs. These SAPs are not further discussed in this overview.

Also shown in Fig. 2 are connections between RRC and MAC as well as RRC and L1 providing local inter‑layer control services (including measurement results). An equivalent control interface exists between RRC and the RLC sub-layer. These interfaces allow the RRC to control the configuration of the lower layers. For this purpose separate control SAPs are defined between RRC and each lower layer (RLC, MAC, and L1).

Figure 3 shows the general structure and some additional terminology definitions of the channel formats at the various sub-layer interfaces indicated in Fig. 2. The figure indicates how higher layer service data units (SDUs) and protocol data units (PDUs) are segmented and multiplexed to transport blocks to be further treated by the physical layer (e.g., CRC handling). The transmission chain of the physical layer is exemplified in the next section.

figure 3

Data flow for a service using a non-transparent RLC and non-transparent MAC
(see §§ 5.1.1.4.1 and 5.1.1.4.2 for further definitions of the MAC and RLC services and functionality)
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The E-UTRAN radio-access network has a flat architecture with a single type of node, the eNodeB, which is responsible for all radio-related functions in one or several cells, providing the user plane (PDCP/RLC/MAC/PHY) and control plane (RRC) protocol terminations towards the UE. The eNBs are interconnected with each other by means of the X2 interface. The eNBs are also connected by means of the S1 interface to the EPC (Evolved Packet Core), and more specifically to the MME (Mobility Management Entity) by means of the S1-MME and to the S-GW (Serving Gateway) by means of the S1-U. The S1 interface supports a many‑to‑many relation between MMEs/Serving Gateways and eNBs.
The E-UTRAN architecture may deploy a Home eNB Gateway (HeNB GW) to allow the S1 interface between the HeNB and the EPC to support a large number of HeNBs in a scalable manner. The HeNB GW serves as a concentrator for the C-Plane, specifically the S1-MME interface. The S1-U interface from the HeNB may be terminated at the HeNB GW, or a direct logical U-Plane connection between HeNB and S-GW may be used (as shown in Figure 4.6.1-1).
The E-UTRAN radio access network architecture (not including HeNB GW and RNs) is illustrated in Fig. 4.
FIGURE 4

Overall architecture
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The eNB hosts the following functions: 

· Functions for Radio Resource Management: Radio Bearer Control, Radio Admission Control, Connection Mobility Control, Dynamic allocation of resources to UEs in both uplink and downlink (scheduling);

· IP header compression and encryption of user data stream;

· Selection of an MME at UE attachment when no routing to an MME can be determined from the information provided by the UE;

· Routing of User Plane data towards Serving Gateway;

· Scheduling and transmission of paging messages (originated from the MME);

· Scheduling and transmission of broadcast information (originated from the MME or O&M);

· Measurement and measurement reporting configuration for mobility and scheduling;

· Scheduling and transmission of PWS (which includes ETWS and CMAS) messages (originated from the MME);

· CSG handling;

· Transport level packet marking in the uplink.
The DeNB hosts the following functions in addition to the eNB functions:
-
S1/X2 proxy functionality for supporting RNs;

-
S11 termination and S-GW/P-GW functionality for supporting RNs.






The MME hosts the following functions:

–
NAS signalling; 

–
NAS signalling security;

–
Inter CN node signalling for mobility between 3GPP access networks;

–
Idle mode UE Reachability (including control and execution of paging retransmission);

–
Tracking Area list management (for UE in idle and active mode);

–
PDN GW and Serving GW selection;

–
MME selection for handovers with MME change;

–
SGSN selection for handovers to 2G or 3G 3GPP access networks;

–
Roaming;

–
Authentication;

–
Bearer management functions including dedicated bearer establishment.

The S-GW hosts the following functions:

–
The local Mobility Anchor point for inter-eNB handover;

–
Mobility anchoring for inter-3GPP mobility;

–
E-UTRAN idle mode downlink packet buffering and initiation of network triggered service request procedure;

–
Lawful Interception;

–
Packet routeing and forwarding;

–
Transport level packet marking in the uplink and the downlink;

–
Accounting on user and QCI granularity for inter-operator charging;

–
UL and DL charging per UE, PDN, and QCI.

The PDN Gateway (P-GW) hosts the following functions:

–
Per-user based packet filtering (by, e.g., deep packet inspection);

–
Lawful Interception;

–
UE IP address allocation;

–
Transport level packet marking in the downlink;

–
UL and DL service level charging, gating and rate enforcement;

–
DL rate enforcement based on AMBR.

This is summarized in the Fig. 5 where yellow boxes depict the logical nodes, white boxes depict the functional entities of the control plane and blue boxes depict the radio protocol layers.

FIGURE 5

Overall architecture of the E-UTRAN radio access network
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�	3rd Generation Partnership Project; Technical Specification Group Radio Access Network; Feasibility study for evolved Universal Terrestrial Radio Access (UTRA) and Universal Terrestrial Radio Access Network (UTRAN) (Release 8).


�	3rd Generation Partnership Project; Technical Specification Group Radio Access Network; Requirements for Evolved UTRA (E-UTRA) and Evolved UTRAN (E-UTRAN) (Release 8).
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