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1   Introduction
At this meeting (RAN3 #74), the document “Discussion on relay cell load report” [1] was proposed for approval. We analyse here some of the concepts put forward and suggest alternative and complementary views on the topic. 
2   Discussion
The Huawei contribution [1] compares two families of solutions on load reporting for RNs in support of the Mobile Load Balancing (MLB):

Family 1: The RN reports to the DeNB its load information, which then may be updated by the DeNB before forwarding it to the destination neighbor eNB in the Resource Status Update message
Family 2: DeNB delivers its Resource Status Information to RN. The RN in turn computes the load report taking into consideration the received DeNB cell information and the load information measured by itself. Upon receiving the Resource Status Update message from RN, the DeNB only passes the message to neighbor eNB without any modification. 

We will refer in the rest of this paper to the Family 1 solution as a Distributed RN load reporting solution. Similarly we will refer to the Family 2 solution as a Centralized RN load reporting solution.
While in agreement with the conclusions in [1] that a solution to provide useful and accurate information about all (Uu and Un) available resources is necessary, we would like to bring a different perspective on the treatment of this problem. 
In order to proceed with our analysis of [1], we would like to point first to the following observations or facts:

Observation #1: The DeNB is the only node with a full knowledge of the Un load , S1 TNL load i as well as its own HW load. Furthermore, the DeNB is responsible for RRM & admission control over Un + DeNB Uu interface

Observation #2: The RN is the only node with a full knowledge of the RN Uu load. Furthermore, the RN is responsible for RRM and admission control over the RN Uu interface

Observation #3: The content of Radio Resource Status IE is computed as per the TS 36.314 specification [5]. 
Observation #4:  The algorithms which derive  the contents of the Hardware Load Indicator IE ,of the S1 TNL Load Indicator IE and of the Composite Available Capacity Group IE  are implementation specific.
2.1 Comments and questions for clarification
The discussion in [1] appropriately starts with the definition of the RESOURCE STATUS UPDATE message (as specified in TS36.423) and the four IEs identified for this report:

· Hardware Load Indicator, which indicates the status of the hardware load experienced by the cell;
· S1 TNL Load Indicator, which indicates the status of the S1 transport network load experienced by the cell;
· Radio Resource Status, which indicates the usage of the PRBs for all traffic in Downlink and Uplink;
· Composite Available Capacity Group, which indicates the overall available resource level in the cell in Downlink and Uplink. 
The distributed RN load reporting solution a is based on the DeNB being ultimately responsible to fill-in the message content of the Resource Status Update message from the RN. Having this in mind, clarifications regarding aspects considered as short-comings relative to the centralized solution are required. For example:
· The table 2 labeled “S1 TNL Load between DeNB and SGW” as missing in all columns. It is clear based on Observation #1 that the DeNB is the only node with full S1 TNL load information.  This leads to:
Question #1: How can the “S1 TNL Load between DeNB and SGW” be missing at the DeNB, considering the fact that the DeNB is the only node with full S1 TNL load information?
· The shortcoming expressed as “Stage2 spec impact, DeNB needs to update 1 IE” should be reflected in table 1 as well. For the same reasons as to the DeNB case, the RN also needs to be allowed to update the given IEs.
Similarly, some of the aspects considered as pluses for a centralized RN based solution (and labeled with smiley faces) are inaccurate in table 1 and require clarifications. 
· The cells b-b and c-b should also indicate requirements for some stage 2 changes and/or new L2 measurement definition.
· A positive listed in cells b-b,  c-a and c-b states that “Un load has already been included” in either Radio Resource Status or S1 TNL Load. Keeping in mind  that several UEs and RNs are multiplexed on the DeNB air interface, the RN cannot accurately determine its own Un capacity from the DeNB information. As a result, these attributes are not a pluses for a centralized RN based solution in comparison to a distributed RN-DeNB based solution. As matter of fact, one can argue for the opposite, considering the fact that the DeNB has the best knowledge of the backhaul availability in terms of both S1 and Un resource availability as per the Observation #1.
As clearly and correctly indicated in [2], for a centralized RN based approach load reporting to be feasible, a stage 3 change and/or stage 2 clarifications are required. This fact is also reflected in [1]. Moreover, the stage 2 changes needed by a centralized RN solution like the one being proposed in [1] might require new L2 measurement definition.
Observation #5: The proposed centralized RN load reporting scheme defined in [1] or [2] require a stage 2 change. Furthermore, some flavors of this scheme require a new L2 measurement and/or a stage 3 change.  
It should also be noted that the centralized RN based approach , requiring the DeNB to report its load information to the relay ,creates a dependency between the RN initiated Resource Status Reporting Initiation procedure and the DeNB initiated Resource Status Reporting Initiation procedure , as is better illustrated in [2] figure 1. 
It has not been clarified what are the impacts of this newly created dependency on the concurrent RN initiated and the DeNB initiated Resource Status Reporting procedures. For example: 

1. What happens when the RN initiated Resource Status Reporting initiation procedure fails or when the RN doesn’t receive any RESOURCE STATUS UPDATE message from the DeNB?
2.  Should the RN be allowed to fail the DeNB initiated Resource Status Reporting procedure?  Does the RN always initiate a Resource Status Reporting procedure toward the DeNB upon receiving a RESOURCE STATUS REQUEST message from the DeNB? 
3. If the answer is NO then how does the RN knows when to initiate a new Resource Status Reporting procedure toward the DeNB upon reception the reception of a RESOURCE STATUS REQUEST message and when not to? 
2.1   Alternative perspective
Let consider again the four parameters used to describe the resource status of an eNB in support of MLB enumerated at the beginning of this section. Out of these four parameters, only the Radio Resource Status and the Composite Available Capacity Group can be translated directly into the number of PRBs offered for load balancing purposes to the receiving neighbor eNB. It is therefore reasonable to assume that the node offering its spare capacity (in this case RN or RN and DeNB) will do so either in terms of Composite Available Capacity Group  (composite available capacity) or in terms of the Radio Resource Status (PRB usage).  
Furthermore, taking into account the observation #4, it is reasonable to assume the RN cell offering its spare capacity in terms of the composite capacity  will take into account the HW load and any other  limitations (anticipated RRM/admission control  decisions, OAM policy) known to the RN. The same cannot be said of the S1 TNL load (or Un load) since the related limitations are not known to the RN.  
Similarly, the RN Uu PRB may be reported in support of the MLB. However, considering the Observation #3, the RN doesn’t have much flexibility to alter the PRB usage and take into account the limitations it is aware of such as its own HW limitation. On the other hand, the DeNB can do such an alteration, assuming a stage 2 change similar to the ones proposed in [3] or [4].  It is important to note that regarding the PRB usage as define in [5], beside its usage for load balancing, it is also meant to reflects the performance of the access link between the RN and UEs connected to RN [6]. Furthermore, from RAN2 perspective, the PRB usage measurement by an RN is to be performed without any consideration to its backhaul Un link [7, 8].
Observation #5: The proposed centralized RN load reporting scheme defined in [1] or [2] require a stage 2 change. Furthermore, some flavors of this scheme require a new L2 measurement and/or a stage 3 change.  
Observation #6: In a distributed RN load reporting scheme, and taking into account the observations # 1and #2 the RN may report its spare capacity in terms of composite capacity while taking into account all limitations best known to the RN. In other words, the RN reports its load information assuming an infinite backhaul (S1+ Un) capacity. The DeNB can then adjust the reported composite capacity taking into account the backhaul (S1+Un) limitations or any other limitations (HW load, OAM policy, and anticipated RRM/admission control decision) ,  based on the maximum capacity offered by the RN.
Observation #7: In a distributed RN load reporting scheme, and taking into account the observation #3, the RN may report its spare capacity in terms of PRB usage (Radio Resource Status) unmodified, together with other limitation known to the RN such as HW Load Indicator. The DeNB can then adjust the reported PRB usage taking into account the RN HW Load indicator, the backhaul (S1+Un) limitation or any other DeNB limitations ( HW load , OAM policy, anticipated  RRM/admission control decision) , based on the maximum  capacity offered by  the RN.
Observation  #8: A distributed RN load reporting scheme requires only stage 2 changes along the line of the ones proposed in [4] or [3].
Observation # 9: A distributed RN load reporting offers greater implementation flexibility.
3   Summary

This analysis has made a number of observations regarding Relay load reporting in general, as well as regarding the treatment of the topic in [1]. They are summarized below:

Observation #1: The DeNB is the only node with a full knowledge of the Un load, S1 TNL load I as well as its own HW load. Furthermore, the DeNB is responsible for RRM & admission control over Un + DeNB Uu interface

Observation #2: The RN is the only node with a full knowledge of the RN Uu load. Furthermore, the RN is responsible for RRM and admission control over the RN Uu interface

Observation #3: The content of Radio Resource Status IE is computed as per the TS 36.314 specification. 

Observation #4:  The algorithms which derive the contents of the Hardware Load Indicator IE ,of the S1 TNL Load Indicator IE and of the Composite Available Capacity Group IE  are implementation specific.

Observation #5: The proposed centralized RN load reporting scheme defined in [1] or [2] require a stage 2 change. Furthermore, some flavors of this scheme require a new L2 measurement and/or a stage 3 change.  
Observation #6: In a distributed RN load reporting scheme, and taking into account the observations # 1and #2 the RN may report its spare capacity in terms of composite capacity while taking into account all limitations best known to the RN. In other words, the RN reports its load information assuming an infinite backhaul (S1+ Un) capacity. The DeNB can then adjust the reported composite capacity taking into account the backhaul (S1+Un) limitations or any other limitations (HW load, OAM policy, and anticipated RRM/admission control decision) ,  based on the maximum capacity offered by the RN.

Observation #7: In a distributed RN load reporting scheme, and taking into account the observation #3, the RN may report its spare capacity in terms of PRB usage (Radio Resource Status) unmodified, together with other limitation known to the RN such as HW Load Indicator. The DeNB can then adjust the reported PRB usage taking into account the RN HW Load indicator, the backhaul (S1+Un) limitation or any other DeNB limitations ( HW load , OAM policy, anticipated  RRM/admission control decision) , based on the maximum  capacity offered by  the RN.

Observation  #8: A distributed RN load reporting scheme requires only stage 2 changes along the line of the ones proposed in [4] or [3].

Observation # 9: A distributed RN load reporting offers greater implementation flexibility.

For the Distributed RN load reporting solution a question has been raised for clarification:

Question #1: How can the “S1 TNL Load between DeNB and SGW” be missing at the DeNB considering the fact that the DeNB is the only node with full S1 TNL load information?
For a better understanding of the Distributed RN load approach, other questions have also been raised during the discussion to clarify the DeNB initiated Resource Status Reporting procedures that would need to be introduced. 
4   Conclusion and Proposals

 In this document, we discussed the relay load reporting as treated in contribution [1] and provided analysis on two families of solutions, Centralized and Distributed. The observations and questions been put forward are summarized above, and have led to the following proposals:
Proposal 1: RAN3 should address the questions and observations summarized above and acknowledge the existing limitations to accurate RN load information reporting.
Proposal 2: RAN3 should specify an agreed upon way forward based on one of the following proposals: 
Proposal #2a: It should be allowed for the DeNB to update the values of the MLB related parameters reported by the relays under its control in the Resources Status Update message before proxy the message(s) to the destination eNB(s). For this option, the interaction of procedures as described in [3] and [4] could be the solution baseline.

Proposal #2b: The DeNB communicates it load information to the RN in its own RESOURCE STATUS UPDATE, then the RN generates the report to the neighbour eNB. For this option the proposals in [1] and [2] could form the solution baseline.

Based on our observations, we favour proposal #2a, without a strong preference. 
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