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1 Introduction 

This contribution proposes to consider a mean to alleviate any possible risks/problems due to overflowing of PDCP buffer in the DL.
2 Discussion

2.1 Buffer overflowing in eNB for DL 
The PDCP window size has a limitation. For example the Maximum_PDCP_SN is 4095 if the PDCP entity is configured for the use of 12 bit SNs. This means it can accommodate up to 6,142,500 bytes provided the size of PDCP-SDU is always 1500 bytes. If within a period of time there will be more than 4095 of PDCP-SDU received from the EPC, the PDCP in eNB may need to discard some PDCP SDU, if the local buffer is temporary full. 
The problem of short-term buffer overflow at the eNB is anticipated in practical deployments especially when some UEs which receive high-data rate services move to into an area with worse coverage and the high-rate transmission is continuing. This will then consequently build up the DL PDCP buffer very quickly. If the eNB has implemented the buffer size that can accommodate up to maximum size of HFN, this problem is not expected to be big. However, to implement the size of buffer up to maximum size of HFN is unrealistic for some type of eNBs; for example, for relatively small capacity eNBs, their buffer size is also expected to be relatively small. As a result, it can always happen that a PDCP buffer will be filled up, which leads to discarding of new coming PDCP-SDU. This will further have a system wide impact, because other UEs who are in the good radio condition will also be affected. 
It is therefore necessary to consider means to alleviate the chance for the buffer to overrun, and thus leading to packet discarding at the eNB. 
2.2 Possible solutions
A straightforward solution is to introduce a congestion indication for u-plane in the S1 interface. This will tell the EPC from eNB to slow down the DL transmission packet even thought its bandwidth is still relaxing. This will have a benefit to save bandwidth in S1-u because the packets will not be sent over S1-u when eNB is facing congestion in the air.
We consider the following solution alternatives for the u-plane congestion indication:
Alt.1) Congestion Indication in the S1AP

Alt.2) Congestion Indication in the GTP-U
Alt.3) Congestion Indication in higher layer

Alt.1 should be ruled out simply because indicating u-plane congestion by c-plane signalling message does not make sense as the purpose is to ask to reduce the bit rate but not for C-plane purpose.
Alt.3 (i.e. to use Congestion Indication in higher layer) is an end-to-end solution and allows the receiver to indicate to the sender to reduce the end-to-end bit rate due to congestion. While this is a very useful mechanisms to solve congestion problems in general, and should thus be used for general overload situation, to address the problems of short-term or temporary buffer overruns in the eNB a faster mechanism is needed that enables localized mitigation of the problem. 
For Alt.2 (i.e. to use Congestion Indication in the GTP-U), it will be necessary to consider how a simple mechanism can be achieved. A relative simple mechanism could be: when the EPC(S-GW) receives a Congestion Indication from eNB, it then simply delays the forwarding of downlink packets that have not yet been sent out to eNB. With the help from S-GW, the packet discarding at the eNB can be avoided or reduced so can have a better user experience against the temporary congestion in a short time of period. Furthermore, it is not wise to completely stop the packet delivery in the S-GW, otherwise a mean to resume the delivery is required – e.g. by means of a dedicated Congestion Release Indication from the eNB. Another alternative is to have a timer running in S-GW during which the downlink packet forwarding is paused. In order to have a simple mechanism and less impact on the specification, it is preferable not to have Congestion Release Indication but let S-GW resume the downlink forwarding based on a timer whose value is configurable.
There is another point that need to be considered is the proposed Congestion Indication will be S1-u base (i.e. per node) or TEID base (i.e. per bearer). Since the main reason of the buffer overflowing is due to a situation which can not send out the buffered packet for some bearers, we then propose that the Congestion Indication is preferably to be TEID based. 
Finally, the alt.2 is clearly to introduce a change to the GTP-U [ TS 29.281] so we propose to communicate with CT4, including also asking CT4 their opinion to introduce Congestion Indication in their specification. While it is not RAN3 area, it would be also beneficial if CT4 can consider to apply such Congestion Indication in S5/S8 interface from S-GW to PDN-GW.
3 Conclusion

We propose to discuss a potential problem that due to overflowing of PDCP buffer in eNB.
We also propose to discuss to introduce a Congestion Indication from eNB to EPC in order to alleviate the risk on the whole system.

We also propose to have a principle that a simple mechanism is taken for the Congestion Indication.

We also propose that after receiving Congestion Indication from eNB, the S-GW delays the downlink packet forwarding to the eNB for a configurable time; the S-WG automatically resumes the transmission when the time elapsed.

We also propose that the Congestion Indication from eNB is done per bearer (TEID). 

We also propose to communicate with CT4 including asking CT4 their opinion to introduce Congestion Indication in their specification.
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