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1. Reference Comparison Table
	Metric
	Architecture A
	Architecture B

	
	Alt 1
	Alt 2
	Alt 3
	Alt 4

	RN Complexity
	RN = eNB + UE

(1) N to one mapping function: mainly devt effort,

(2) If new header compression mechanism:devt effort + higher HW cost;

 (3) Extension of DRB number over Un interface: mainly devt effort;

(4) If inband relay: Backhaul resource notification (mainly devt effort);

(5) If outband relay: Additional RF equipment (devt effort + higher HW cost);
	RN = eNB + UE

(1) N to one mapping function: mainly devt effort,

(2) If new header compression mechanism:devt effort + higher HW cost;

(3) Extension of DRB number over Un interface: mainly devt effort;

(4) If inband relay: Backhaul resource notification (mainly devt effort);

(5) If outband relay: Additional RF equipment (devt effort + higher HW cost);
	RN = eNB + UE

(1) N to one mapping function: mainly devt effort,

(2) If new header compression mechanism:devt effort + higher HW cost;

(3) Extension of DRB number over Un interface: mainly devt effort;

(4) If inband relay: Backhaul resource notification (mainly devt effort);

(5) If outband relay: Additional RF equipment (devt effort + higher HW cost);
	RN = eNB + UE

(1) One-to-one/N to one mapping function: mainly devt effort,
(2) Extension of DRB number over Un interface: mainly devt effort; (for each UE, keep Rel-8 8 DRBs not change)

(3) No GTP-U termination, no IPsec stack: HW cost savings

(4) If inband relay: Backhaul resource notification (mainly devt effort);

(5) If outband relay: Additional RF equipment (devt effort + higher HW cost);

	DeNB Complexity
	 (1) If new header compression mechanism: devt effort + higher HW cost;
(2) Extension of DRB number over Un interface: mainly devt effort;
(3) Should be able to distinguish the RN-UE and UE (mainly devt effort);
(4) If inband relay: Backhaul resource notification, e.g. RRC layer carry MBSFN subframe configuration; receive system information from DeNB (mainly devt effort)
	(1)HeNB GW-like functionality
(2) Encapsulating  the SGW/PGW functionality into the DeNB
(3) If new header compression mechanism: devt effort + higher HW cost;
(4) Extension of DRB number over Un interface: mainly devt effort;
(5) Should be able to distinguish the RN-UE and UE (mainly devt effort);
(6) If inband relay: Backhaul resource notification, e.g. RRC layer carry MBSFN subframe configuration; receive system information from DeNB (mainly devt effort);
(7) New QCI needed for S1/X2 signaling priority for embedded S/PGW within DeNB
	(1) Integrating the SGW/PGW functionality into the DeNB
 (2) If new header compression mechanism: devt effort + higher HW cost
(3) Extension of DRB number over Un interface: mainly devt effort;
 (4) Should be able to distinguish the RN-UE and UE (mainly devt effort);
(5) If inband relay: Backhaul resource notification, e.g. RRC layer carry MBSFN subframe configuration; receive system information from DeNB (mainly devt effort);
(6) New QCI needed for S1/X2 signaling priority for embedded S/PGW within DeNB
	(1)HeNB GW-like functionality

 (2) One-to-one/N to one mapping function: mainly devt effort. 

(3) Extension of DRB number over Un interface: mainly devt effort  
(4) Should be able to distinguish the RN-UE and UE: mainly devt effort;
(5) If inband relay: Backhaul resource notification, e.g. RRC layer carry MBSFN subframe configuration; receive system information from DeNB (mainly devt effort);

	 Node Impact
	MME
	(1)New signaling between MMEs and SGW/PGW and new SDF filter needed for packet filtering rule mapping mechanism. This might be left to implementation but EPC nodes of different vendors would not be interoperable.

(2) If each Un bearer establishment is dynamically updated, higher CN load at UE call setup / release and UE mobility into / out of RN (GBR bearer update). 
This can be reduced with static Un bearer establishment at the expense of over-provisioning  of radio resource for backhaul.
	 (1) New mechanism needed for MME(RN) to ensure the SGW/PGW selection functionality to select the SGW/PGW embedded into the DeNB

(2) If each Un bearer establishment is dynamically updated, higher CN load at UE call setup / release and UE mobility into / out of RN (GBR bearer update). 
This can be reduced with static Un bearer establishment at the expense of over-provisioning  of radio resource for backhaul.
	(1)Same as Alt1
(2)New mechanism needed for MME(RN) to ensure the SGW/PGW selection functionality to select the SGW/PGW embedded into the DeNB.
	No Impact

	
	S/P-GW
	(1)New SDF filter needed for packet filtering rule mapping mechanism
(2)New QCI needed for S1/X2 signaling priority
(3) Higher CN load at UE call setup / release and UE mobility into / out of RN (GBR bearer update).
	No Impact 
	New SDF filter needed for packet filtering rule mapping mechanism


	No Impact

	
	Other Nodes
	(1)Neighboring nodes, communicating by X2 interface, or for Inter-RAT handover and Inter-PLMN roaming need to mark user plane packets according to the unified DSCP principle applied between RN-PGW and UE-SGW.  
E.g. Related MME / SGSN / RNC (2G/3G nodes) need to support DSCP mapping rule.
(2) New node introduce: RN’s SGW/PGW and MME.

	No Impact
	(1)Neighboring nodes, communicating by X2 interface, or for Inter-RAT handover and Inter-PLMN roaming need to mark user plane packets according to the unified DSCP principle applied between RN-PGW and UE-SGW. 
E.g. Related MME / SGSN / RNC (2G3G nodes) need to support DSCP mapping rule.

	No Impact

	Deployment


	Implementation impact for early deployment

	(1) From the RAN side, could be deployed in Rel-9 out-of-band RN with limited capability, limited functionality, and static configuration assuming implementation specific solutions and limited functionalities such as no header compression, no improved QoS via additional QCIs, no in band deployment of relays 
(2) However, all relevant EPC nodes will be upgraded to support such deployment.
	Cannot be deployed in Rel-9
	Cannot be deployed in Rel-9
	(1) Cannot be deployed in Rel-9. 
(2) As there is no EPC impact, early RAN solutions based on non-standard extensions can easily be supported.

	
	Deployment flexibility
	(1) Could have same RN for Alt. 1, 2, 3
(2) the Rel-9 eNB need to be upgraded to support the Relay deployment. Incremental optimization may require considerable architectural changes and the optimization can be achieved by the partial upgrade of DeNB in the deployment.
(3) need more standard work to improve it performance, e.g. overhead
	(1) Could have same RN for Alt. 1, 2, 3 
(2) the Rel-9 eNB need to be upgraded to support the Relay deployment. And the optimization can be achieved by the partial upgrade of DeNB in the deployment.
(3) need more standard work to improve it performance, e.g. overhead
	(1) Could have same RN for Alt. 1, 2, 3
(2) the Rel-9 eNB need to be upgraded to support the Relay deployment. Incremental optimization may require considerable architectural changes and the optimization can be achieved by the partial upgrade of DeNB in the deployment.
(3) need more standard work to improve it performance, e.g. overhead
	(1) The Rel-9 eNB need to be upgraded to support the Relay deployment. And the optimization can be achieved by the partial upgrade of DeNB in the deployment.

	
	Scalability with respect to number of RNs 
	(1) Number of Connections to MMEs and number of X2 connections between neighbour RN/eNBs could be a scalability issue in high density RN scenario.
(2) Tunnel overhead limits the number of RNs supported by the same DeNB.
(3) The signalling overhead of transport layer (SCTP) and X2 ICIC info on the Un interface could be considerably heavy especially in the high density RN deployment scenarios
	(1) No scalability issue due to HeNB GW-like functionality. 

	(1) Number of Connections to MMEs could be a scalability issue in high density RN scenario.
(2) Tunnel overhead limits the number of RNs supported by the same DeNB.
(3) The signalling overhead of transport layer (SCTP) and X2 ICIC info on the Un interface could be considerably heavy especially in the high density RN deployment scenarios
	(1) No scalability issue due to HeNB GW-like functionality.

	
	Scalability with respect to number number of UEs
	Subject to the radio resources constraint with potential further limitation resulting from larger tunnel overhead 

	Subject to the radio resources constraint with potential further limitation resulting from larger tunnel overhead if header compression is not used
No scalability issue if header compression is used
	Subject to the radio resources constraint with potential further limitation resulting from larger tunnel overhead 

	Subject to the radio resources constraint. No additional scalability issue, since eNBs is designed to be able to handle a very large number of UEs (DRBs).

	Standardization Effort and Complexity
	 Realizable in Rel-9 for out-of-band RN (assuming limited functionalities and implementation specific solutions) , 
Realizable in Rel-10

whose changes to Rel-8 include:
(1) Support for inband backhaul, enhanced RRM, Control of relay cell etc. 
 (2)New QCI for S1AP/X2AP over DRB
(3)New header compression
(4) L2 addressing extension
	 Realizable in Rel-10, whose changes to Rel-8 include:
 (1) Support for inband backhaul, enhanced RRM, Control of relay cell etc. 

(2)Impacts depend on the embedded SGW/PGW(RN)
(3) New mechanism or configuration needed for MME(RN) to ensure the SGW/PGW selection functionality to select the SGW/PGW embedded into the DeNB
(4) New header compression (impact at both RRC and PDCP if 3GPP comp)
(5) L2 addressing extension

	Realizable in Rel-10, whose changes to Rel-8 include:
(1) Support for inband backhaul, enhanced RRM, Control of relay cell etc. 

(2)Impacts depend on the embedded SGW/PGW(RN)
(3) New mechanism or configuration needed for MME(RN) to ensure the SGW/PGW selection functionality to select the SGW/PGW embedded into the DeNB
(4) new header compression
(5) L2 addressing extension

	Realizable in Rel-10, whose changes to Rel-8 include:
(1) Support for inband backhaul, enhanced RRM, Control of relay cell etc.
(2)RRC container for CP transport. 

(3)L2 modification needed to extend addressing space 

	Header Overhead/Compression
	New RoHC profiles or new PDCP or new header compression mechanism are required to compress headers.
Feasibility of GTP-U HC is FFS. 

Minimum Un Overhead per packet:

· Without header compression: 76/96/116 bytes
· With header compression:
· 9/10/13/18 bytes (Alt1/2/3)
· 7 bytes (3GPP comp, Alt2 with PDCP and RRC changes)

	Can reuse the Rel-8 header compression mechanism of PDCP

Minimum Un Overhead per packet: <5+2 bytes



	UE mobility
	Complexity
	Extra signaling for Un bearer update
	Extra signaling for Un bearer update
	Extra signaling for Un bearer update
	Same as Rel-8 UE mobility


	
	Efficiency
	DeNB is not aware of UE handover signaling, data forwarding short-cut cannot be provided
	DeNB is aware of per UE handover signaling, short-cut for data forwarding can be provided
	DeNB is not aware of UE handover signaling, data forwarding short-cut cannot be provided.
	DeNB is aware of per UE handover signaling, short-cut for data forwarding can be provided.

	
	Delay
	(1) Total required time: extra Un bearer update delay and extra signaling delay through PGW(RN) only in case of dynamic Un bearer modification
(2)Handover interruption time: may larger than Rel-8 UE mobility due to the increased X2 data forwarding latency in this architecture.
	(1)Total required time: extra Un bearer update delay only in case of dynamic Un bearer modification
(2)Handover interruption time: same as Rel-8 UE mobility
	(1)Total required time: extra Un bearer update delay only in case of dynamic Un bearer modification
(2)Handover interruption time: same as Rel-8 UE mobility
	(1)Total required time: same as Rel-8 UE handover delay
(2)Handover interruption time: same as Rel-8 UE mobility

	QoS 
	Bearer mapping between Un and UE EPS bearer and Number of Un bearers
	RN bearer granularity 

…
	RN bearer granularity

…
	RN bearer granularity

…
	UE bearer granularity if one-to-one mapping. QoS granularity if N-to-one mapping

	
	QoS Control: UE AMBR;  ARP; QCI; Control plane 
	(1) New QCI could be introduced if the existing QCIs cannot meet the requirements for the transport of S1 signaling. 
(2) ARP not visible at DeNB.  
(3) Mapping of EPC bearers into Un bearers on the basis of ARP could be achieved via static implementation configuration 
	(1) New QCI could be introduced if the existing QCIs cannot meet the requirements for the transport of S1 signaling.
 (2) ARP visible at DeNB. 
 (3) Mapping of EPC bearers into Un bearers could be done on the basis of ARP.  
(4) Flexible configuration of QCI-ARP supported per Un bearer.
	(1) New QCI could be introduced if the existing QCIs cannot meet the requirements for the transport of S1 signaling. 
(2) ARP not visible at DeNB.  
(3) Mapping of EPC bearers into Un bearers on the basis of ARP could be achieved via static implementation configuration
	(1) No additional QCI needed for one-to-one mapping. New QCI could be introduced if the existing QCIs cannot meet the requirements for the transport of S1 signaling for N-to-one mapping..

(2) New SRB could be introduced if needed. 
(3) ARP visible at DeNB.  
(4) Mapping of EPC bearers into Un bearers could be done on the basis of ARP.  
(5) Flexible configuration of QCI-ARP supported per UE bearer for one-to-one mapping and per Un bearer for N-to-one mapping.

	
	RB setup/reconfiguration delay
	SGW/PGW(RN) is not integrated into DeNB and CN is involved twice in UE bearer setup/reconfiguration procedures
	SGW/PGW(RN) is integrated into DeNB and CN is involved twice in UE bearer setup/reconfiguration procedures
	SGW/PGW(RN) is integrated into DeNB and CN is involved twice in UE bearer setup/reconfiguration procedures
	CN(RN) is not involved in UE bearer setup/reconfiguration procedures


	Flow control
	Necessity
	Yes
	Yes
	Yes
	Yes

	
	Efficiency
	Could support:

(1) Per-QoS
(2) Per-RN
	Could support:

(1) Per-Uu RB 
(2) Per-UE
(3) Per-QoS 
(4) Per-RN
Can support flow control as a means to improve UE handover.
	Could support:

(1) Per-QoS 
(2) Per-RN
	Could support:
If one-to-one mapping

(1) Per-Uu RB 
(2) Per-UE 
(3) Per-UE Per-QoS 
(4) Per-QoS 

(5) Per-RN 
If N-to-one mapping 

(1) Per-Uu RB 
(2) Per-UE
(3) Per-QoS 
(4) Per-RN
Can support flow control as a means to improve UE handover.

	S1 issues
	(1) Have to keep S1 links of UE directly with every MME in the MME Pool.
(2) Part of the Un radio resources for S1 maintenance in Heartbeat of SCTP and Echo of GTP-U path, especially in the case of high density deployment
	(1) Only one S1 towards the DeNB due to the HeNB GW-like functionality


	(1) Have to keep S1 links of UE directly with every MME in the MME Pool
(2) Part of the Un radio resources for S1 maintenance in Heartbeat of SCTP and Echo of GTP-U path, especially in the case of high density deployment
	(1) Only one S1 towards the DeNB due to the HeNB GW-like functionality


	X2 issues
	(1) Have to keep X2 links directly with every neighboring nodes
(2) Part of the Un radio resources for X2 maintenance in Heartbeat of SCTP and Echo of GTP-U path
	(1)Only one X2 towards the DeNB


	(1) Have to keep X2 links directly with every neighboring nodes
(2) Part of the Un radio resources for X2 maintenance in Heartbeat of SCTP and Echo of GTP-U path
	(1)Only one X2 towards the DeNB

	RRC issues
	RRC may be modified if 3GPP compression is used
	RRC may be modified if 3GPP compression is used
	RRC may be modified if 3GPP compression is used
	RRC is modified to accommodate S1AP/X2AP forwarding  and keep DRB on Uu and DRB on Un be synchronized

	Security
	(1)USIM or 

(2)NDS or

(3)USIM and NDS1 

	(1)USIM or 

(2)NDS or

(3)USIM and NDS1 in Un interface 

	(1)USIM or 

(2)NDS or

(3)USIM and NDS1 in Un interface 

	(1)USIM or 

(2)NDS or

(3)USIM1
Reuse the existing PDCP security mechanism in Un interface



	Future Enhancements
	No revision is required for Mobile RN, whereas major revision is required for Multi-hop RN
	Major revision is required for Mobile RN and Multi-hop RN
	Major revision is required for Mobile RN and Multi-hop RN
	No revision is required for Mobile RN and Multi-hop RN

	RN mobility (low priority)
	Complexity
	Can support RN mobility.
	Supporting RN mobility is difficult due to the integrated SGW/PGW(RN) in DeNB.
	Supporting RN mobility is difficult due to the integrated SGW/PGW(RN) in DeNB.
	Can support RN mobility.

	
	Delay
	Same delay as Rel-8 UE
	RN has to get a new IP address and the IP layer connectivity should be re-established due to the integrated SGW/PGW(RN) in DeNB
	(1)RN has to get a new IP address and the IP layer connectivity should be re-established due to the integrated SGW/PGW(RN) in DeNB

(2)Each S1 connection of UE has to be changed to target DeNB
	Same delay as Rel-8 UE

	
	Flexibility
	Could support:

(1) Per-QoS admission
	Could support:

(1) Per-QoS admission
(2) Per-UE admission
	Could support:

(1) Per-QoS admission

	Could support:
If one-to-one mapping
(1) Per-UE Per- QoS admission 
(2) Per-QoS admission
(3) Per-UE admission   
If N-to-one mapping
(1) Per-QoS admission
(2) Per-UE admission


	Multi-hop support (low priority)
	(1)Tunnel-in-tunnel encapsulation requires new header compression scheme that needs to be able to dynamically modify the depth of header compression chains to accommodate different UE data that is encapsulated in varies depth of tunnels but aggregated in the same DRB of Un.
(2) The complexity of radio bearer handling in Un at the DeNB is proportional to the number of first hop RNs attached to it.


	(1)S-GW/P-GW(RN) is required in intermediate RN and DeNB.

(2)S1AP/X2AP proxy function is required in intermediate RN
(3) The complexity of radio bearer handling in Un at the DeNB is proportional to the number of first hop RNs attached to it.


	(1)Tunnel-in-tunnel encapsulation requires new header compression scheme that needs to be able to dynamically modify the depth of header compression chains to accommodate different UE data that is encapsulated in varies depth of tunnels but aggregated in the same DRB of Un.
(2) The complexity of radio bearer handling in Un at the DeNB is proportional to the number of first hop RNs attached to it.
	(1) S1AP/X2AP proxy function is required in intermediate RN
(2) The complexity of radio bearer handling in Un at the DeNB is proportional to the total number of RNs if one-to-one mapping is used.
(3) The complexity of radio bearer handling in Un at the DeNB is proportional to the number of first hop RNs attached to it if N-to-one mapping is used.


Notes:

1Subject to SA3 response
NOTE: In Alt4, both "one to one mapping" and "N to one mapping" could be supported.
Matrix Fields Interpretation - Informative
RN Complexity:
What is the complexity in specification, design and implementation of the RN? How easy it is to derive such node from existing nodes? 
DeNB Complexity:
What is the complexity in specification, design and implementation of the DeNB? How easy it is to derive such node from existing nodes?
Deployment:
Implementation impact for early deployment: How easy it is to deploy the alternative given the current Rel9 architecture as a reference starting point? 
Deployment flexibility: Is the deployment sub-optimal or is it already optimised to a viable level? Can the deployment be easily optimised?
Scalability (with respect to number of RNs and number of UEs): How does the deployment cope with increasing numbers of supported RNs and UEs (connected to RNs)?
Standardization Effort and Complexity: What is the anticipated impact on standardization? Is it easy to standardize the alternative as is, or are simplifications required? Is there any unclear issue that can end up being a showstopper delaying the standardization process? Is the alternative achievable for release 10 or should it be postponed for future releases?
Header Overhead/Compression: How much header overhead there is over the Un, as well as other interfaces due to tunnelling, multiplexing, etc…  Is it possible to use legacy header compression or new ROHC profiles or header compression algorithms required? If legacy methods can not be used, what is the complexity and efficiency of the new compression mechanisms/profiles?

UE mobility:
Complexity: Relaying is expected to work with release 8 UEs, but are there any differences from the UE handover procedures of release 8, from the CN point of view? 
Efficiency: Any unnecessary back and forth forwarding? 
Delay: What is the total required time for a UE handover? What is the handover interruption time? Does the delay fall within the limits set by release 8 standards?
QoS:
Bearer mapping between Un and UE EPS bearer and Number of Un bearers: Is it straightforward to guarantee the per-bearer QoS over the Un interface? If not, what upgrades have to be made to support it? Do these changes affect CN entities such as MME and P/S-GW?  How flexible the bearer mapping can be (per bearer, per UE, per QoS class, etc…) 
Can the release 8 limit of 8 bearers per UE be kept over the Un interface (i.e. 8 Un bearers per RN) or is there a need for more Un bearers? If more bearer are needed what is the impact of such increased number? 
QoS Control (UE AMBR; ARP; QCI; Control plane): 
Can we control the DL AMBR of UEs over the Un interface?
Can the ARP of the UE EPS bearers be used during admission over the Un?
Are the nine QCIs of release 8 sufficient or there is a need to define new ones? Will it be possible to keep the requirements of the release 8 QCIs as is, or would they have to be redefined taking the extra delay incurred due to relaying?
Can we satisfy the requirements of control plane messages between the RN and MME? Can control plane messages such as S1/X2 be transported over the Un with the required priority within signalling radio bearers? Or do they have to be mapped to DRBs? If so, are the current QCIs capable of satisfying the requirements? How about the impact of head of line blocking if DRBs are used for signalling transport?
RB setup/reconfiguration delay: What is the latency of radio bearer setup and reconfigurations? Does it meet the release 8 requirements?
Flow control: 
Do we require new flow control mechanisms between the RN and DeNB for the different architectures? What kind of flow control mechanisms can be realized in the different architectures (per-bearer, per – UE, per QoS, per RN, etc), and what is the efficiency of each?
S1 issues: 
How is S1AP impacted with respect to the currently available protocol? How efficient is the S1 messaging, especially in the case of high density deployment? Does the RN have to keep S1 links directly with the MME and as such use part of the Un resources for S1 maintenance, such as SCTP keepalive or GTP-U echo messages? If so, what is the impact on overall system utilization as well as the incurred S1 latency? 
X2 issues:  
How is X2AP impacted with respect to the currently available protocol? How efficient is the X2 messaging, especially in the case of high density deployment? Does the RN have to keep X2 connections with all neighbour RNs at all time, as well as (non-donor) eNBs, or it has to keep only one X2 towards the donor eNB? What is the impact of both cases on the Un resource utilization, i.e. considering the SCTP keepalive and GTP-U echo messages as well as signalling required to enable optimizations such as ICIC where the RN might be required to forward its load information towards all the nodes with which it has X2 connection with? 
RRC issues: 
How is RRC impacted with respect to the currently available protocol? How efficient is transport of protocols over RRC? 
Security: 
What is the impact on security? Can we still keep the security requirements of release 8 (ciphering for both SRBs and DRBs and integrity protection for SRBs)? What kind of security mechanisms should be used over the Un?
Node Impact:
MME: Any upgrades needed in the MME to support RNs? Can the release 9 bearer setup, modification and QoS control be enough or major upgrades required?
S/P-GW: Any upgrades needed in the S/P-GW to support RNs? Can the release 9 S/P-GW be able to support RNs or major upgrades required?
Other Nodes: Is there any impact on other nodes (such as eNBs not supporting RNs), or is there the need of extra nodes?
Future Enhancements: Does the straightforward standardization of an alternative entails the need for future enhancements (standard revisions), which can already be identified at the moment, in order to provide optimized performance? Or is the alternative relatively difficult to standardize as is, but no further enhancements (standard revisions) are required for optimized performance, or at least no major ones can be seen at the moment?
RN mobility (low priority): Can the release 8 UE handover procedures be reused here? If not, what are the major required upgrades?  How much delay is incurred during a RN handover? Is the RN handover delay short enough to guarantee the QoS of the UEs under the RN will not be severely affected?  Is the RN handover mechanism able to support flexible admission of the relayed UEs and their bearers (i.e. whether partial admission of some of the bearers is accepted or it is all or nothing scheme where all the relayed UEs are admitted or not)?
Multi-hop support (low priority): Is the support of more than two hops straightforward? What are the scalability issues, in terms of extra overhead, delay and other QoS metrics, admission control issues, etc, …
