3GPP TSG-RAN WG3 Meeting #66bis
R3-100231
Valencia, Spain, 18th – 22nd January 2010
Agenda item:

13
Source:
Nokia Siemens Networks, Nokia Corporation
Title:
QoS-aware method for uniform packet dropping 
Document for:

Discussion and Decision

1
Introduction
Contribution [7] proposes that the adopted packet dropping scheme shall always guarantee GBR for each bearer, as long as at least the sum of GBRs is reserved for bearers multiplexed on a common resource. This contribution discusses details of dropping scheme guaranteeing GBR for enabling the all eNBs to execute synchronised dropping. 
2
Possible alternatives
The following two alternatives can be raised for packet dropping schemes guaranteeing GBR. 
Alt 1) scheduling (GBR x scheduling_period) of data for all bearers (or all the offered data, if less than that), and applying tail-dropping to all data that remains 
Alt 2) scheduling bearers fairly based on QoS  
For example three bearers with same QCI/GBR(30)/MBR(60) are multiplexed and MCE reserves 90 for the bearers and when eNB receives 50 for Bearer 1, 20 for Bearer 2 and 50 for Bearer 3 (total 120 >90) and needs to execute packet dropping. 
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In alternative 1, the rest of resource 10 (resource for Scheduling Period 90 – (30(GBR for Bearer A) + 20 (actual data volume for Bearer B<GBR) + 30(GBR for Bearer A)) is allocated for Bearer 1 so that eNB drops 10 for Bearer 1 and 20 for Bearer 3.
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In alternative 2, the rest of resource 10 is fairly allocated to Bearer 1 and 3 so eNB drops 15 for Bearer 1 and 15 for Bearer 2. 
It can be seen in this example that with Alternative 1), Bearers 1 and 3, although identical by both QoS parameters and the amount of offered data, receive very different treatment: for example, Bearer 1 experiences a packet loss rate of 20% in this scheduling period whereas that for Bearer 3 is 40%, even though nothing really justifies that. Alternative 2) on the other hand, results in identical, fair treatment of these two bearers.

The above exemplifies what was already pointed out in [8]: applying tail-dropping, even to some partial extent, makes the service scheduled last prone to experiencing a higher packet loss rate than the other services, which must be compensated in the resource reservation in order to provide an acceptable packet loss rate even for that service. This reduces the available statistical-multiplexing gain.
Moreover, if non-GBR bearers are at some point adopted for MBMS, tail-dropping can completely block such a bearer for an indefinite period of time.
3 Formulation of Alternative 2)
This is the proposal given in [8], modified mainly to take into account that, as specified in TS 23.401, MBR is not defined for non-GBR bearers.
1. While a packet needs to be dropped and there exist bearer(s) with offered data (as defined after having possibly already dropped packets in this period) exceeding GBR x scheduling_period, among those services:

· Drop the last packet of the bearer that maximizes the ratio of offered data to 
GBR x scheduling_period (with maximizing Packet loss rate, minimizing Priority and minimizing TMGI used as tie-breakers, in that order);

2. While a packet needs to be dropped and there exist non-GBR bearers:

· Drop the last packet of the bearer with the most offered data (with maximizing Packet loss rate, minimizing Priority and minimizing TMGI used as tie-breakers, in that order);

3. While a packet needs to be dropped, keep applying the first step to all GBR bearers. (This step is only needed if the resource reservation is less than the sum of GBRs.)
Each of the steps 1 to 3 are to be run only after fully completing the previous step. Thus, the algorithm begins by dropping any packets exceeding the GBR of their bearers. After that, while needed, packets are dropped from non-GBR bearers, giving all such bearers equal allocation in the limit of diminishing available resource. Step 3 is defined only for completeness of the algorithm, since a resource reservation less than the sum of GBRs in practice is in violation of the concept of GBR.
Example: 

In example in section 2, eNB find the packets to be dropped as below. 

Step1: 

- eNB finds the need to execute packet dropping e.g. when sum of Total number of octets for all Synchronisation Sequences for same scheduling period for all bearer exceeds data volume can be scheduled for a scheduling period. 

- eNB finds the data volume for Bearer 1 and 3 exceeds GBR for the bearers

- eNB calculates the ratio of offered data to GBR x scheduling period(for easy example, all packets have the same size and scheduling period =1) 

- Bearer 1: (Offered data) / GBR = 50/30 = 1.66, as for Bearer 3
=> Because this is a tie and both bearers have the same QoS parameters, the last packet from Bearer 1 is dropped because it minimizes TMGI

- There is still a need to drop packets, and there are bearers exceeding their GBR, so Step 1 is repeated:
eNB calculates the ratio of offered data to GBR x scheduling period

- Bearer 1: (Offered data) / GBR = 49/30 = 1.63, while for Bearer 3 it is still 1.66
=> The last packet from Bearer 3 is dropped, and Step 1 is still repeated.
…
- eNB calculates the ratio of offered data to GBR x scheduling period

- Bearer 1: (Offered data) / GBR = 35/30 = 1.16

- Bearer 3: (Offered data) / GBR = 36/30 = 1.2
=> The last packet from Bearer 3 is dropped, after which the eNB finds that it is not needed to execute packet dropping anymore.
This example is quite easy so that some examples are described in ANNEX of the contribution. 
4
Conclusion
This contribution discusses schemes for uniform packet dropping guaranteeing GBR with examples. 

It is proposed RAN3 to discuss and agree the method described in section 3.  

A CR to TS 36.300 implementing the proposal is given in [9].
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ANNEX 
Example 1: Multiplexing Bearers with different GBR values
Scheduling Period: 1 second

Bearer 1: GBR = 100 Kbyte/s, Received data for a Scheduling Period = 120 K Bytes (80 packets * 1500 Bytes)  
Bearer 2: GBR = 200 Kbyte/s : Received data for a Scheduling Period = 180 K Bytes (120 packets * 1500 Bytes)  
Bearer 3: GBR = 250 Kbyte/s : Received data for a Scheduling Period = 285 K Bytes (190 packets * 1500 Bytes)  
Case 1) MCE has reserved radio resource for 550 Kbyte/s (sum of GBRs)

- eNB finds the total data volume(585 K Bytes) exceeds the radio resource reservation (550 Kbytes)
Step1: 

- eNB finds the data volume for Bearer 1 and 3 exceeds GBR for the bearers

- eNB calculates the ratio of offered data to GBR x scheduling period 

- Bearer 3’s 190th packet: 285/250 = 1.14
- Bearer 1’s 80th packet : 120/100 = 1.20
=> Drop Bearer 1’s 80th packet, but still need to drop packets
…
=> Drop Bearer 1’s 77th packet (77*1.5/100=1.155 > 1.14) but still needs to drop packets

- eNB calculates the ratio of offered data to GBR x scheduling period 

- Bearer 3’s 190th packet: 285/250 = 1.14

- Bearer 1’s 76th packet : 76*1.5/100 = 1.14
=> Drop Bearer 1’s 76th packet (because it minimizes the TMGI) but still needs to drop packets
…
- eNB calculates the ratio of offered data to GBR x scheduling period 

- Bearer 3’s 177th packet: 177*1.5/250 = 1.062
- Bearer 1’s 71st packet : 71*1.5/100 = 1.065

=> Drop Bearer 1’s 71st packet but still need to drop the packet(177*1.5 + 180 + 70*1.5 =550.5 > 550)

- eNB calculates the ratio of offered data to GBR x scheduling period 

- Bearer 3’s 177th packet: 177*1.5/250 = 1.062

- Bearer 1’s 70th packet : 70*1.5/100 = 1.05

=> Drop Bearer 3’s 177th packet, and it is not needed to execute packet dropping anymore (176*1.5 + 180 + 70*1.5 =549 < 550)
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Example 2: Multiplexing Bearers with different GBR values and non-GBR
Scheduling Period: 1 second

Bearer 1: GBR = 100 Kbyte/s, Received data for a Scheduling Period = 120 K Bytes (80 packets * 1500 Bytes)  
Bearer 2: GBR = 200 Kbyte/s : Received data for a Scheduling Period = 150 K Bytes (100 packets * 1500 Bytes)  
Bearer 3: Non-GBR : Received data for a Scheduling Period = 150 K Bytes (100 packets * 1500 Bytes)  
Bearer 4: Non-GBR : Received data for a Scheduling Period = 90 K Bytes (60 packets * 1500 Bytes)
Case 1) MCE has reserved radio resource for 300 Kbyte/s (sum of GBRs)

- eNB finds the total data volume exceeds the radio resource reservation(510 > 300)
Step1: 

- eNB finds the data volume for Bearer 1 exceeds GBR for the bearers

- eNB calculates the ratio of offered data to GBR x scheduling period 

- Bearer 1’s 80th packet: 80*1.5/100 = 1.2
=> Drop Bearer 1’s 80th packet, but still need to drop packets
…
=> Drop Bearer 1’s 68th packet (68*1.5/100=1.02 ) but still needs to drop packets
=> Drop Bearer 1’s 67th packet (67*1.5/100=1.005 ) but still needs to drop packets
=> Stop to drop packet for Bearer 1 after it: 66th packet (66*1.5/100=0.99) but still need to drop packets. => Move to Step2: 

Step2: 

- eNB finds the data volume for Bearer 3 and Bearer 4 exceeds the rest of resource (240>51(300- (99(Bearer 1) + 150(Bearer 2)))

- eNB calculates the most offered data for non-GBR Bearer 3 &4: 
- Bearer 3’s 100th packet: 150 Kbytes
- Bearer 4’s 60th packet : 90 Kbytes
=> Drop Bearer 3’s 100th packet but still needs to drop packets

…
- eNB calculates the most offered data for non-GBR Bearer 3 &4:

- Bearer 3’s 60th packet: 90 Kbytes
- Bearer 4’s 60th packet : 90 Kbytes
=> Drop Bearer 3’s 60th packet but still needs to drop packets

…
- eNB calculates the most offered data for non-GBR Bearer 3 &4:

- Bearer 3’s 17th packet: 25.5 Kbytes
- Bearer 4’s 17th packet : 25.5 Kbytes

=> It is not needed to execute packet dropping anymore (66*1.5 + 150 +17*1.5 + 17*1.5 =300)
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