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1   Introduction
The different relay architectures are proposed and the corresponding U-Plane and C-Plane aspects are depicted in [1]. However, there are some common problems caused by the extra hop introduced to the air interface or the PHY layer design of Un interface under these Relay architectures. And these common problems should be considered, regardless the relay architecture alternatives selected. 
2   The common issues of Relay architectures
2.1   S1AP/X2AP signalling transport on Un interface

From the initial discussion on the relay architecture, it’s agreed that the Uu control-plane (RRC) and user-plane (PDCP/RLC/MAC/L1) are terminated in Relay Node, which means that the S1AP signalling should be transferred on the Un interface. If the X2 interface between Relay Node and other RN/eNB exists, the X2AP signalling should also be transport on Un interface.

There are two kinds of S1AP/X2AP signalling i.e. UE-associated and non UE-associated defined in [2][3]. Also in the corresponding TNL specifications [4]

 REF _Ref244421461 \r \h 
[5], different SCTP streams are used for the transport of the two kinds of signalling. One reason for differential treatment of signalling for common and dedicated procedures is that time criticality requirements of those two groups of procedures is significantly different [6].
For the air interface, significant HOL blocking may occur due to: A) queuing delay in the transmitter, B) reordering delay in the receiver. If we assume that the signalling load is not so high comparing with the air interface capacity, B) would be more significant than A). 

Specifically, case A): Queuing delay would happen based on scheduling and multiplexing decisions in the transmitter. The only way to overcome HOL blocking in the transmitter would be to use scheduling priority for different radio bearer, which is done in L2 on the air interface.

Case B): Reordering delay would happen in the layer that reorders after retransmission. In LTE, RLC makes the reordering after both HARQ and RLC-AM retransmission. Thus the only way to avoid such HOL blocking is to use multiple "streams" on RLC level, i.e. multiple radio bearers.

As mentioned above, some special RB is needed to transmit S1AP/X2AP signalling over the Un interface. In architecture A i.e. alt1/2/3, multi special DRBs could be used. In architecture B, more than 3 SRBs could be defined on the Un interface to transfer RRC, S1AP and X2AP signalling, comparing with only 3 SRBs defined on the Uu interface.

2.2   Data traffic transport on Un interface

According to the [1], the User plane traffics are carried by DRB and sent over Un interface in Relay architectures. Currently, only the maximum of 8 DRBs can be simultaneously supported by UE in Rel-8 specifications. However, this limitation may not apply to Relay Node due to the following reasons:

· 9 QCI(s) have been defined in Rel-8 for the different QoS of the EPS bearers. Considering that the data traffic of all the subordinate UEs of RN will cross through the Un interface, this means that at least 9 DRBs in Un interface is needed to support these different QoS based EPS bearers for UE(s) attaching to it. In addition, if we take the ARP of the EPS bearer into the consideration, the situation will become more complicated, and the number of the Un DRB(s) will be considerably enlarged as well.

· Similar to the HOL blocking issue in the control plane, even though different UE EPS bearers may have the same QCI and are all mapped into a particular Un DRB in Alt A, the priorities of these UEs may be different as well [7]. Hence it will be difficult for this DRB to differentiate the priorities of the different UEs and process accordingly, e.g. if one packet of UE with low priority is waiting for RLC reordering, it may block the traffics of other UEs with higher priorities. The most straightforward solution to this problem is to use more DRBs for the UEs with different priorities.

· The RN is assumed as a device that is more powerful than UE and it is able to support more DRBs for Un transmission;

According to the analysis above, it is concluded that the number of Un DRB shall be extended in all architectures alternatives.
2.3   Latency reduction

The 3GPP latency targets for LTE-A are defined in [8]. Generally speaking, the overall C-Plane latency shall be significantly decreased compared to EPS Rel-8 and the LTE-A should allow for reduced U-plane latency compared to Release 8.

After RN is introduced, an extra hop and the corresponding latency will occur over the air interface. The C-Plane delay is evaluated based on the idle to connected mode transition procedure, which includes an establishment of RRC/NAS connection, security activation and the establishment of a set of default radio bearers to enable data traffic[9]. The transmission delay of S1AP signalling over the Un interface will increase the control plane latency. If the additional RN PGW is involved, more latency will occur. In addition, in the alternatives where the UE bearer is carried by the RN bearer, the UE bearer establishment may result in the update of the RN bearer. The delay of the RN bearer update procedure should also be taken into account.

In LTE Release 8, the User-Plane latency are defined as the one-way transit time between a packet being available at the IP layer in either the UE/eNB and the availability of this packet at IP layer in the eNB/UE in unload condition. The User-Plane latency consists of node processing delays, TTI duration, and radio frame alignment [10]. 

In the user plane, for all the alternatives, the forwarding is performed above PDCP, i.e. on IP packets. The delay components are summarized in Figure 1.
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Figure 1: U-plane latency components in relaying system

It’s reasonable to assume that the processing delay in the transmitter/receiver side of RN is same as that of eNB/UE. Thus for out-band relay, the user plane latency between eNB and UE will be doubled comparing with that in LTE Release 8. As for the in-band relay, the backhaul link (between DeNB and RN) and the access link (between RN and UE) are time division multiplexed in a single frequency band (only one is active at any time) [11]. In this case, in the down link, the RN can only receive traffic block from backhaul link in some special subframes and transmit traffic block to the access link in other subframes and vice versa. Thus the buffering time in transmitter should be counted in. In addition, considering the backhaul link compatibility in the access link, it’s possible for the HARQ timing on the Un interface to be different from that in Uu interface [12][13]. Maybe the HARQ RTT in the Un interface will be higher than the HARQ RTT in the Uu interface.

Anyway, the introduction of Relay will increase the latency considerably, which is also the main impact on the performance. How to reduce the latency is a critical challenge for all the Relay architectures. 

2.4   System information delivery

During RN start up, it can read the system information of the DeNB cell via legacy procedures (like a regular UE). But after start up procedure is completed, the in-band relay can only communicate with DeNB in the backhaul link subframes. In other subframes RN should communicate with its subordinate UE. In LTE FDD rel-8, UE expects to receive BCH, SCH and paging information in subframes (#0, #4, #5 and #9). This means that the in-band relay should send control signalling to UE instead of receiving from DeNB at lease in these subframes.

In some case, the system information of the DeNB could update after the RN start up. When the network changes (some of the) system information, it first notifies the UEs about this change: a Paging message is used to inform UEs in RRC_IDLE and UEs in RRC_CONNECTED about a system information change. This Paging message can be sent in subframes #0, #4, #5 and #9. 

As for the MIB, it uses a fixed schedule with a periodicity of 40 ms. The first transmission of the MIB is scheduled in subframe #0 of radio frames for which the SFN mod 4 = 0, and repetitions are scheduled in subframe #0 of all other radio frames.
As for the SIB1, it uses a fixed schedule with a periodicity of 80 ms. The first transmission of SIB1 is scheduled in subframe #5 of radio frames for which the SFN mod 8 = 0, and repetitions are scheduled in subframe #5 of all other radio frames for which SFN mod 2 = 0.

Because in FDD system, the in-band relay can’t receive signalling/data from DeNB in the subframes #0, #4, #5 and #9, it can’t know the system information update of the DeNB cell, nor receive the updated system information. This will impact the operation of the backhaul link. New RRC procedure to acquire the system information on the Un interface is an option [14]. 

In a word, how the system information could be delivered from DeNB to RN is a common problem for all the alternatives.
2.5   QoS guarantee over the air interface (Uu and Un)
While RN is introduced in LTE-A, there are two radio interfaces Uu and Un to transport the user plane data. As the QCI of an EPS bearer is assigned according to the requirement of the application layer service. It’s reasonable to assume that the EPS bearer QoS requirement should be guaranteed whether the UE accesses via the relay node or the eNB/DeNB.

For the UE under RN, the QCI of the UE’s EPS bearer is the edge to edge QoS requirement between UE and the UE’s PGW. We could also consider the packet delay budget of the wired part between the DeNB and the UE’s PGW is fixed, e.g. 20ms (Note that the delay budget between the RN’s PGW and UE’s PGW in alt 1 still need to be evaluated.) And the packet error loss rate of the wired part between the DeNB and the UE’s PGW can be regarded as negligible. Thus the question is how to decompose the QCI demand between Uu and Un interface in order to meet the EPS bearer QoS requirement of the UE.

For example the PDB (package delay budget) of QCI=1 for the conversational voice service is 100ms, so the PDB of the whole air interface i.e. PDB between UE and DeNB should be 80ms=100ms-20ms. For the UE attached via the eNB/DeNB, 80ms latency can be guaranteed, i.e. the package delay budget of the EPS bearer can be satisfied as 100ms for conversational voice service [15]. But for the UE attached via the RN, As the EPS bearer QoS requirement shall be no difference for the same application layer service whether the UE assesses via the relay node or the eNB/DeNB, the 80ms latency should be the total budget of the Un and Uu interface. The delay budget should be decomposed between Un and Uu interface. In other words, for the bearers with same QCI, the delay budget could be different, depending on whether the RN or DeNB the UE attaches. For example, for the UE bearer with QCI=1, which attaches to the eNB/DeNB, the latency budget is 80ms. But for the RN bearer (or the UE bearer on Un interface), the latency should be less than 80 ms, which will impact on the RRM algorithm (especially the scheduling) in DeNB.

In addition, for the in-band relay, the condition of radio resource such as backhaul link subframe configuration will impact on the Un interface latency. Thus the QoS requirement decomposition would be adjusted dynamically and the corresponding procedure should be defined in specifications.

As discussed above, the RRM algorithm in DeNB/RN should be modified comparing with that in Rel-8 eNB because of QoS requirement decomposition between Un and Uu interface. If the dynamic QoS decomposition is allowed, new procedure should be specified.
2.6   RN role differentiation by DeNB
As analyzed above, RN is treated by DeNB in a different way from a normal UE in many aspects. Also for in-band relay case, during the RN start up, the DeNB should configure the backhaul link resource i.e. MBSFN subframe to RN. Thus it is necessary for Donor eNB to distinguish the regular UE or Relay node during access procedure. A special cause value in RRC Connection Request message is suggested in [16].
3   Conclusion

In this document we analyzed the common problems faced by all the relay architecture alternatives. For different alternatives, maybe different methods could be used to cope with these problems. We suggest considering the problems above during the relay architecture discussion and evaluation.
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