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1. Introduction
The termination point of the different protocols (S1, X2, GTP-U, SCTP/IP, UDP/IP) when Type I relay nodes (RN) [1] are inserted in LTE-A networks was discussed in RAN3#64bis and RAN3#65 meetings. Four options, denoted Alt.1/2/3/4, are being considered as described in [2]. One major difference between Alt.1, 2, 3 and Alt.4 resides in the way to multiplex UE’s EPS bearers on Un. This multiplex is handled at L3 through the S1 interface for the first three options while it is handled at L2 for the latter. This contribution elaborates on the differences between the architecture options with respect to S1-U termination.
2. Discussion
Alt. 1, 2 & 3: S1-U terminates in the RN and the UE’s EPS bearers multiplex on Un is formed in the RN’s PGW through a several-to-one mapping of UE’s EPS bearers onto RN’s EPS bearers by encapsulating the UE’s GTP tunnels in the RN’s GTP tunnels. UE EPS bearers with similar QoS (as determined by their QCI) are mapped to the same RN EPS bearer. As written in [2], it is assumed that the RN bearer type is indicated as a Diffserv codepoint (DSCP) in the DS field of the IP header of the GTP IP packet sent by the UE-S/PGW. In other words, the UE-S/PGW has to set the DS field of the IP header of the GTP IP packet according to the RN bearer it wants to map it on. This might have several impacts such as:

· RN MME consistently configures all UE-S/PGWs to set their DSCP according to a pre-defined several-to-one mapping of UE’s EPS bearers onto RN’s EPS bearers; or
· All UE-S/PGWs are RN agnostic and set their DSCP independently of each other. In current systems, the DSCP is already there in the IP header of the GTP tunnel, as well as in the SCTP/IP header. It is not used by the SGW or the eNB which instead use the TEID. However it might be used on the backhaul (be it a legacy TDM or Ethernet) when routing the packet to its destination. Therefore different PGWs may generate different DSCPs and the QoS control in the several-to-one mapping at the RN’s PGW might not be consistent across UEs.
From the above it appears that either some modifications are needed in the EPC or QoS control is not consistent in EPS, or both. This issue motivated an LS [3] from RAN2/3 to SA2/CT1 and Alt.1/2/3 impact on legacy EPC is pending SA2/CT1 answer. Although less critical than for the above alternatives (Alt.1 is built on the sole benefit of its claimed seamless insertion in Rel8 networks) the group took this opportunity to also check Alt.4 impact on EPC.
Assuming Un reuses legacy DRB capacity supported for Uu, only eight DRBs can be defined on Un. Moreover, in Alt.1/2/3, S1-AP messages are mapped on Un in the same way as user plane data, i.e. they are encapsulated on GTP tunnels and mapped on DRBs. Therefore one should assume that at least one DRB
 is reserved for control plane data (thus not integrity protected). Hence, there are at most seven DRBs available on Un to differentiate nine QCI levels. Note that, as mentioned in [4], even for a given a QCI level, UEs may have different UE capabilities resulting in different RLC modes and number of concurrently active ROHC contexts supported, which makes the several to one mapping even tougher with the above DRB restriction.
Another consequence of this L3 multiplex is that RN terminates UE’s GTP tunnels and GTP/UDP/IP headers are sent over Un to mux/demux the different UE’s EPS bearers mapped onto the same RN’s DRB. The GTP/UDP/IP header adds ~40 bytes to the IP packet which represents 100% overhead for a VoIP packet. As a result, it is proposed to compress this header. However, the current ROHC defined by IETF only addresses inner IP header compression, not “outer IP tunnel header + inner IP header”. Furthermore, unlike in legacy compression schemes where the IP header can be efficiently compressed as it is not used at all to convey the packet through L2/L1, the new compression scheme for GTP/UDP/IP headers requires keeping minimum information to allow separating different UE’s EPS bearers on Un, e.g. the GTP-U header. This is the approach taken in [5] that proposes to design a 3GPP-specific solution, which in the best case, would reduce the overhead to 11 bytes. Even assuming that theoretical performance, we still end-up with 27.5% overhead on VoIP packets, which translates in as much waste of radio resource. It is further argued in [5] that header compression is only needed for VoIP. However, both video streaming and gaming traffic bearers use 100 bytes packets for which the uncompressed GTP/UDP/IP header would result in 40% overhead. Therefore, a new compression scheme should be defined to address at least VoIP, Video streaming and Gaming traffic types (note for 100-byte packets the remaining overhead would still be 11% in the best case). In conclusion, the GTP tunnel overhead over Un necessarily calls for a new header compression scheme which:
· is necessarily bounded by a poor compression efficiency (overhead increase remains > 11 bytes / packet)
· will unnecessarily consume RAN2 effort and time

· increases both the DeNB and RN processing requirements, so complexity and cost.
In conclusion, a GTP-based multiplexing scheme on Un ends-up being a complicated and inappropriate approach not achieving the efficiency of a simple and straightforward L2 multiplex (see below).
Alt. 4:
The multiplex is formed at L2 through MAC multiplexing. GTPU tunnels are terminated at DeNB and mapped onto RN’s radio bearers in DeNB as in a regular eNB. DeNB provisions as many Un’s DRBs to support 1-1 mapping with UE’s EPS bearers. Then Un’s DRBs are multiplexed on the same transport block by extending the LCID field to address all them. The required changes at L2 MAC are small as they reduce to allow multiplexing RLC SDUs from different UEs in the same MAC PDU, and LCID extension. This allows achieving a small overhead since extending the current 5-bit LCID to only 2 bytes would be sufficient to address 65536 bearers under the RN. It should be further noted that, due to the likely good radio link on Un, MAC is expected to form large transport blocks carrying multiple concatenated packets of the same UE/RB in the same TTI. Hence, most of the time only one instance of the LCID will tag multiple packets of the same UE/RB, thus further reducing the overhead increase per packet to ~ 1 byte (compared to legacy Uu). This approach does not require any new compression scheme and allows minimizing the RN’s complexity (no unnecessary protocol termination).
Finally, UE’s bearers mapping/aggregation on Un is not visible outside DeNB/RN L2. That is no particular RN-UE (i.e. Un) bearer, on top of SRBs and the default DRB, needs to be set-up over S1 at RN setup. However, there is a one-to-one correspondence between Un RBs and Uu RBs in RN. Hence EPC implicitly controls Un RBs through Uu RBs. In summary, handling the Un multiplex at L2 in Alt4:
· minimizes the overhead increase to less than ~ 1 byte per packet

· minimizes the changes required at L2 to MAC LCID extension, no new header compression needed

· minimizes both the DeNB and RN processing requirements, so cost.
3. Conclusions

In this document, we further review the S1-U termination candidates for LTE-A Type I relays. We conclude that S1-U termination at RN, which main benefit of claimed seamless insertion in Rel8 LTE networks is pending confirmation by SA2/CT1, ends-up being a complicated and inappropriate approach for multiplexing UE’s EPS bearers on Un, increasing the RN complexity while not achieving the efficiency of the simple and straightforward L2 multiplex of Alt4. As a result, we ask RAN3 to agree on the following proposals as the way forward:
Proposal 1: S1-U terminates at DeNB
Proposal 2: UEs’ EPS bearers are multiplexed on Un at L2
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