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1. Introduction

This document addresses the discussion that began at RAN3#65 and continued in an email discussion (under the RAN2 aegis, summarised in [1]) on the possibilities for delivery of OTDOA assistance data to the E-SMLC.
2. Discussion
2.1. Background and scope of the discussion

The material in this section should be familiar, but is intended to help frame the discussion and clarify the details of the different proposals.

In [2], three possible mechanisms for conveying the OTDOA assistance data to the E-SMLC were identified:
1. Assistance data are transferred from each eNode B to the E-SMLC via LPPa, with no necessary connection to any other positioning operation.

2. Assistance data are sent via OAM directly to the E-SMLC.

3. Assistance data are requested from a single eNode B as part of a positioning operation towards a particular UE, and the necessary information about neighbouring eNode Bs is then collected by the UE’s serving eNode B (presumably over X2).

It should be borne in mind that these three items are not “alternatives”; that is, the discussion does NOT require a “choose one of the three” conclusion.  In particular, as discussed at RAN3#65 to apparently universal agreement, item 2 would be outside RAN scope, and it seems likely that it would always be one available mechanism, e.g., for initial “seeding” of static assistance data such as eNode B positions at deployment time. 
Strictly speaking, the information transferred may not be precisely the assistance data for OTDOA, but the configuration information used to compile the assistance data,  with “final assembly” performed in the E-SMLC.  This distinction applies to all three mechanisms and we have not identified any respect in which it is relevant to evaluating the differences between them.
The three mechanisms are shown in Figure 1.
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Figure 1: Three ways of distributing assistance data
In the following sections we give some analysis of the three approaches in more detail.

2.2. Approach 1: Collection from each eNode B
The first approach uses LPPa as transport to deliver configuration information from each eNode B to the E-SMLC.  The natural assumption is that each eNode B is describing its own configuration: its location, its timing, reference signal configuration, &c.  Interactions with different eNode Bs do not need to be synchronised with any particular operation (including each other), and while Figure 1 shows a server-initiated request/response behaviour, it could also be realised with a “push” mechanism from the eNode B.

The frequency with which such interactions would be needed depends on deployment assumptions.  In a deployment where the reference signal configuration was quite static and consistent across eNode Bs, the main reason to update assistance data would be timer drift in the eNode Bs.  This should not be a frequent event—our expectation based on other technological environments where similar positioning methods have been deployed is that the timing for a typical eNode B in an asychronous deployment would need to be updated with a period on the order of hours to tens of hours.  (In a synchronous deployment, the need to maintain synchronisation in this way depends on how strict the synchronisation is and whether the E-SMLC itself has access to the same synchronisation source.)
2.3. Approach 2: OAM
That the second mechanism (OAM delivery) is admirably simple should be obvious.  In a world in which OTDOA configurations were always static and timing updates were not required, this mechanism might be sufficient by itself.  On the other hand, it is clearly problematic in a deployment with more dynamic configurations, especially where SON functionality is considered; in such a case the use of this approach would mean that the OAM server was effectively being used as a router to deliver information from the eNode Bs to the E-SMLC, which seems perverse.
As noted above, this entire approach is outside RAN scope, so the ability of RAN3 to analyse it in depth is a bit limited.  In addition, to our knowledge SA5 have not specified this functionality; it might therefore be available only in a proprietary form at least initially.  It therefore seems a bit peril-fraught to rely on it entirely, especially when forward compatibility in increasingly dynamic networks is considered.

It may be beneficial for RAN3 to provide some information to SA5 on our assumptions and the work already done in RAN groups related to the contents of OTDOA assistance data, as support for work in that group towards this approach.

2.4. Approach 3: Collection through a single eNode B
The third approach was first proposed in RAN3#65, and seems predicated on the assumption that OTDOA assistance data is always updated as part of a positioning operation towards a UE.

This approach obviously adds some functionality to the eNode B, since it now needs to be responsible for collecting assistance data from its neighbours (and providing its own assistance data to its neighbours).  (As in the “Alternative 1” architecture that was discussed and ultimately not adopted for the positioning protocols, the “neighbour” set in this context would be a much larger set than what RAN2 and RAN3 have normally meant by the term; the set of eNode Bs for which positioning reference signals may be visible in a particular cell is by design much larger than the set for which mobility is plausible from the same cell.)  It also has some impact on the X2 interface to allow transfer on the information between eNode Bs, and introduces the “compile and deliver” procedure on the critical path for OTDOA positioning of a UE. It is likely as well that this approach will lead to multiple delivery of the same assistance to the E-SMLC from many eNodeBs (since each eNodeB's own information is now distributed over many eNodeBs).
It is not clear what benefit this approach offers as compared to approach 1, nor in what deployment circumstances it could be said to be best applied.  In addition, no company expressed support for it in the email discussion ([1]), so it seems likely that this alternative can be eliminated from consideration.
2.5. Comparisons and evaluations
As noted above, this subject does not require an “either/or” conclusion.  Assuming that the functionality of approach 2 is available through OAM, the real question is whether to support approach 1 in addition.

In a highly static deployment, with tight synchronisation between the eNode Bs and the E-SMLC always maintained and with all configuration changes taking place through OAM, it does seem quite plausible that approach 2 is all that is strictly needed.  However, it also seems unsafe to assume that all deployments meet these strict criteria, and certainly a transport protocol is the wrong place to enforce such a sweeping restriction.

In the specific case of OTDOA, RAN1 have been at considerable pains to design a positioning method that can be used in asynchronous deployments (of course requiring LMU functionality; although the Rel-9 positioning specification does not describe LMU aspects, this decision explicitly included the assumption that proprietary LMUs could exist).  It therefore seems quite inappropriate to assume synchronisation specifically in the associated protocols!
In general and at many levels, LTE deployment models have been made intentionally quite flexible, and with the development of SON and the heterogeneous-network concept they seem guaranteed to remain so.  If approach 1 is excluded from the specifications, it becomes impossible to support OTDOA under certain deployment assumptions, for no reason other than the protocol decision.  Thus any such decision should be based on a clear tradeoff between the impact of specifying the approach 1 functionality and restricting future deployments.
It should be borne in mind, too, that approach 2 is not necessarily standards-based; if support of this information in OAM depends on proprietary functionality, then the open LPPa-based interface between the eNode Bs and the E-SMLC is partially lost.  It becomes impossible to have standardised tests (at any level) to verify the transfer of assistance data, and the E-SMLC becomes dependent on proprietary OAM systems and their own means of handling assistance data, which reduces the effectiveness of an otherwise open interface towards the E-SMLC.

The material already in [3] (and marked as FFS pending a decision on this matter) shows the level of complexity to specify approach 1.  This material consists of the following items:

· General description (section 5.2.1)

· Inclusion of OTDOA in list of LPPa functions (section 6.3.1)

· High-level flow for assistance data delivery (section 6.5.3)

· Message flows for assistance data delivery with and without a request (section 8.2.3.2.2)

· Message flows for delivery of location information with and without a request (section 8.4)

Note that sections 8.2.3.2.2 and 8.4 need to be harmonised; assistance data should be delivered from the eNode Bs to the E-SMLC using either assistance data delivery or location information transfer, but not both (the choice is a modelling issue, depending on whether the assistance data are considered as “location information” related to the E-SMLC).  We address this issue separately in [4].  Once this inconsistency is removed, only one type of message will remain involved in this transfer.
For stage 2 purposes, the actual specification work has already been done, and enabling these aspects consists only of removing “FFS” markers (and agreeing to a harmonisation proposal such as the one in [4]).  For stage 3, there would of course be some impact to specify the corresponding procedures.  Specifically, approach 1 would require the definition of OTDOA “versions” of two LPPa messages (either Request/Provide Assistance Data or Request/Provide Location Information); note that the messages themselves would in any case exist for E-CID support).  All of these messages would be essentially wrappers for the structure of OTDOA assistance data.
Implementations of nodes that include OTDOA functionality, of course, must in any case support this structure; whether it is used through OAM or LPPa should have no net impact on the complexity of an implementation.  The only impact is the work of describing a container for the OTDOA assistance data that would be needed from a single eNode B.  We suggest that this impact is quite minor as compared to either the burden of restrictions on OTDOA deployments or the amount of time already spent discussing the issue, and we therefore suggest that RAN3 conclude these discussions and support approach 1.
3. Conclusion
On the basis of the analysis above, we make the following proposals:
Proposal 1: Approach 3 is not supported by RAN3 specifications.

Proposal 2: RAN3 should consider whether to send an LS to SA5 to provide supporting information for their work towards support of approach 2.
Proposal 3: Approach 1 is supported by including in LPPa the messages and functionalities for OTDOA assistance data transfer.
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