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1. Introduction

In the last RAN2#67 meeting in Shenzhen, flow shaping and buffering for MBMS service was discussed. 
In this proposal, the issues of flow shaping and buffering in some scenarios of the BMSC-RAN deployments are discussed. It shows that the flow shaping/buffering would induce: 

1) much more complexity in BM-SC since it requires doing multiple shaping/buffering procedures and multiple data copies in case they are provided to multiple and different parts of RAN; 

2) None of the dynamic scheduling gains in RAN in case multiple services are provided by different BM-SCs.
Furthermore, the dropping issue during MBSFN transmission is discussed. It finds that when the interval of the re-synchronization is set to more than ten seconds, the packets dropping during each of re-synchronization is acceptable regardless of whether there is service multiplexing or not. 
2. Flow shaping issues in some scenarios of the BMSC-RAN deployments
Figure 1 shows a scenario in which the BM-SC provides the services to different RANs in different areas. We know that many kinds of service are contained in BM-SC, for examples some are national programs, and others are localized programs. Some of them are payment, which may be distributed in E-UTRAN but not in UTRAN. 
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Figure 1 Scenario 1: BM-SC serves different RANs which contain different services
It has been agreed that there is one synchronization protocol SYNC per service. If BM-SC does flow shaping and buffering, it would require BM-SC to do multiple copies in case it is provided to multiple different parts of RAN. As figure 1 shows, to obtain the maximum of dynamic scheduling gain, the shaping/buffering should be done according to the radio resource allocation, the arrived service’s data and the multiplexing relationship, so multiple copies of IP packet and multiple shaping/buffering procedures in BM-SC are necessary.
Otherwise if BM-SC does not want to deal with multiple copies, it should do the shaping/buffering based on the fixed radio resource allocation of one service’s only. In that case, the dynamic scheduling gain could not be obtained anyway in RAN. And all the work of dynamic scheduling in Rel9 E-MBMS becomes worthless.
Figure 2 shows a scenario in which the eMBMS services of certain RAN are provided by several different BM-SCs. Maybe each BM-SC would have the information about the total resource allocation and which services dynamically share a common radio resource, but BM-SC could not have the information about the amount of data of other services provided by other BM-SC in each scheduling interval anyway. 
Such scenario is familiar for example for operators that share one RAN infrastructure, or when in an operator’s system one will equip multiple BM-SCs to provide the MBMS services for equipment backup and traffic balance purpose.
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Figure 2 Scenario 2: multiple BM-SCs serve one RAN

So in the case of figure 2, the possible flow shaping/buffering in BM-SC could only be done based on the fixed radio resource allocation of one service’s own, i.e. BM-SC 1 does the flow shaping/buffering of service A in the range of the guaranteed bit rate of service A, and BM-SC 3 does the flow shaping/buffering of service B in the range of the guaranteed bit rate of service B. In that case, although the services A, B, C and D may dynamically share the common radio resource allocated in RAN, none of multiplexing gain exists in fact. 
By analysis of the above scenarios of the BMSC-RAN deployments, the flow shaping/buffering would induce:

1) much more complexity in BM-SC since it would require doing multiple shaping/buffering procedures and multiple data copies in case it is provided to multiple and different parts of the RAN; 
2) None of the dynamic scheduling gains in RAN in case multiple services are provided by different BM-SCs. 
Therefore, we propose that:
Proposal 1: it is assumed that No flow shaping and buffering takes place  in BM-SC.
In fact, the dynamic scheduling in RAN, buffering in RLC layer and dropping after each synchronization period all have the equivalent flow shaping/buffering effects for the MBMS services.
In particular, it indicated that “Non-GBR MBMS bearer services are best suited for the transport of MBMS user services such as messaging or downloading. Buffering, shaping schemes and packet dropping may be applied to the (Non-GBR) traffic flow to adapt to the available resources and changing network conditions” in [1]. Since it agrees to remove the non-GBR MBMS bearer for EPS in SA2 [2][3], it suggests that the buffering/shaping scheme also is ruled out from MBMS specification. 

3. Interval of re-synchronization
Re-synchronization provides a final mechanism to recover the transmission synchronization for some de-synchronized eNBs. Generally, such de-synchronization is induced by the abnormal case, for example, a mass of packet loss or the transmission rebuilding.
Once an eNB does the re-synchronization, it should

( Clear the RLC buffer and all un-transmitted packets should be discarded.
In [4], the re-synchronization operation is indicated by the information elements “Packet Number” and “Elapsed Octet Counter”. The packet number and the elapsed octet counter are reset to “0” at the beginning of every re-synchronization operation. Once RAN Access node received the packet with the number of “0”, the node would drop the data left in RLC buffer and let this packet with the number of “0” as the start in the following transmission occasion.
The interval of re-synchronization is an important parameter in content synchronization protocol. The value range in TS25.446 allows for a synchronization period up to 600s. The data out of the interval of re-synchronization would be dropped.
The instantaneous bit rate of video codec varies greatly depending on the video sequence complexity. The peak rate requirement compared to the average bit rate can be relatively high [5]. For each of the frame type, I, P and B frame, a lognormal probability density function is found to provide the best fit for the frame size histogram. And the data packet arriving is modelled as the Poisson distribution. Based on the analysis by the parameterization on statistics from movie “Star Wars” [6], the relationship between the interval of synchronization and data dropping is shown in Figure 3.
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Figure 3: Data geometry in different interval of re-synch, 10 services multiplexing
The x-axis is the percentage over the mean transmission rate. with a 320ms interval of re-synchronization, one should allocate 130% bandwidth for the mean services requirement so that the data dropping becomes less than 1%. However an interval of re-synchronization (>10s) would “smoothen” the packet burst as shown in Figure 3. The dropping is much lower even if the bandwidth is only 105% of mean of transmission rate.

The table 1 gives the probability of dropping during the MBMS data transmission. The radio resource allocation is 110% of the mean transmission rate. The use cases listed are 1 service independent transmission, 5 services dynamic multiplexing and 10 services dynamic multiplexing. 
Table 1: Probability of the dropping in different interval of re-synch
	Interval of re-synch
	320ms
	1s
	10s
	20s

	1 service


	38.0%
	31.2%
	6.1%
	2.6%

	5 services multiplexing
	26.1%
	16.1%
	0.2%
	0

	10 services multiplexing
	23.5%
	8.4%
	0
	0


From table 1, we can see that although dynamic multiplexing also could “smoothen” the packet burst, the probability of the dropping is still large when the number of services is not so high and the interval of re-synch is in the grade of one second. Moreover, in some cases, for example in scenario 2 in section 2, the BM-SC has no idea on the service multiplexing in radio access network. So to guarantee the service transmission quality, we propose that:
Proposal 2: The interval of re-synchronization is required to be more than ten seconds.
4. Conclusion

In this contribution we discuss some issues for flow shaping in some BMSC-RAN deployments, and analyse the probability of the packet dropping in SYNC transmission. In conclusion, we propose

Proposal 1: It is assumed that No flow shaping and buffering takes place in BM-SC.

Proposal 2: The interval of re-synchronization is required to be more than ten seconds.
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