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1   Introduction
With the discussion on Relay architecture during the previous meetings, four alternatives have been agreed as the baseline for further progress [1]. From the protocol stack point of view, the S1-U termination node is regarded as one of the most different aspects between the four alternatives. This paper intends to analyze the different S1-U tunnel models and give a summary way forward.
In terms of the S1-U tunnel termination point, it provides an interconnection point in the user plane between the EPC and the EUTRAN, and provides user data transfer capability between the EPC and the EUTRAN. Regarding the user data transfer from the EPC to the E-UTRAN and looking into the current four Relay user plane alternatives, we can get three basic kinds of S1-U tunnel model as below:
· Model 1: Direct tunnel between SGW(UE) and DeNB
· This means a direct logical U-Plane connection for the user data between the SGW (UE) and the DeNB. 
· The direct tunnel is based on per UE per bearer in both the SGW (UE) and the DeNB.
· The DeNB is aware of per UE per bearer context.
· Alt 4 applied.
· Model 2: Direct tunnel between SGW(UE) and RN
· This means a direct logical U-Plane connection for the user data between the SGW (UE) and the RN, passing through the DeNB without any interpretation.
· The direct tunnel is carried by the RN EPS bearer in the RN, DeNB and RN-SGW/PGW.
· The DeNB is aware of per RN EPS bearer context and is not aware of per UE per bearer context.
· Alt 1/3 applied.
· Model 3: Indirect tunnel between SGW(UE) and RN

· This means an indirect logical U-Plane connection for the user data between the SGW (UE) and the RN, i.e. two S1-U tunnels (i.e. the GTP-U tunnel) exist for the user data, i.e. the first tunnel spanning the SGW (UE) and DeNB and the second tunnel spanning the DeNB and the RN. The DeNB terminates the user plane towards the RN and towards the UE-SGW, and provide a relay function for relaying User Plane data between the RN and the UE-SGW.
· The first tunnel between the SGW (UE) and DeNB is based on per UE per bearer, while the second tunnel between the DeNB and the RN is based on per RN EPS bearer.

· The DeNB is aware of per UE per bearer context and will perform the transaction between the two tunnels.

· Alt 2 applied.
In this contribution, we analyses the pros and cons of the three kinds of S1-U tunnel models.
2   Discussion

In order to get a whole picture of different S1-U tunnel models, several key factors are discussed in this section, including the QoS control capability on the Un interface, Un overhead caused by the TNL, the performance of UE mobility and RN mobility.
2.1   QoS control over Un
Since the introduced Un interface is a wireless link, it is of obvious importance that the DeNB has the capability to achieve the priority handling over the Un interface and can dynamically control the radio resource allocation of the Un interface according to the QoS requirement of per UE per bearer, like that in the Uu interface, so as to guarantee an reliable end-to-end service provision and improve the user feeling. E.g., the Gold-User or VIP user could be guaranteed with a better user experience than the normal users by this per UE per bearer QoS handling capability in both the Un and Uu interfaces.
In Model 1, since the DeNB is aware of per UE per bearer QoS, the priority handling per UE and per QoS over the Un interface could be easily implemented. And the flexible QoS coordination per UE per bearer between the Un interface and Un interface could also be achieved.
In Model 2, the DeNB could not be aware of per UE per bearer QoS, therefore the subscriber type for UE can not be differentiate over Un no matter during regular operation or at handovers. For example, the priority on the Un interface is handled on the granularity of per RN EPS bearers instead of per UE bearer, which means that the packets of a UE EPS bearer will get a priority treatment as determined by the priority of the RN EPS bearer into which the UE EPS bearer has been mapped to, so that the UE bearers with same QCI but different ARP will be mapped to one same RN EPS bearer. And the QoS handling on the Uu interface is per UE per bearer, while the QoS handling in the Un interface is RN EPS bearer, therefore it seems not feasible to coordinate the QoS handling between these two air interfaces for any UE bearer. 
In Model 3, although the DeNB could be aware of per UE per bearer QoS, the DeNB still handles the granularity of per RN EPS bearers instead of per UE bearer in the Un interface. So the same issue exists with the Model 2.
Conclusion 1: Model 1 can achieve the priority handling per UE and per QoS over the Un interface.
Conclusion 2: Model 1 can provide the dynamically control the radio resource allocation on the Un interface for the DeNB according to the QoS requirement of per UE per bearer.

Conclusion 3: Model 1 can provide the flexible QoS coordination between the Uu and Un interfaces based on the granularity of per UE per bearer.
Proposal 1: In order to realize the optimal QoS control function on the Un interface, the handling granularity of per UE per bearer should be supported when designing the wireless backhaul link of the Relay Architecture.

2.2   Un overhead caused by TNL
In Model 1, there is no any TNL overhead introduced into the Un air interface. However multiplexing need to be extended, proposedly by 1-2 octet LCID extension. 
In Model 2/3, the TNL overhead, brought by GTP-U/UDP/IP protocols, wastes a great amount of wireless transmission resource on the Un interface. As seen in the table 1, GTP-U header will cause at least 10 Bytes overhead along with UDP/IP header in each packet. Moreover, as we know, none of the current ROHC profiles can support the compression of such combination either, and this leads to a big transmission overhead to the user traffic, especially to the VoIP service, which has been calculated in [2] that more than 68% of the Un resource is wasted when delivering VoIP traffic even though the outer IP/UDP header has been compressed by the conventional ROHC.
Note also that if full / best possible header compression (requiring standards effort) is applied, 11 octets would be the minimum overhead, see ref [8], which is still significant compared to 1-2 octets for model 1. 

Table 1: GTP-U header format
	
	
	Bits

	Octets
	
	8
	7
	6
	5
	4
	3
	2
	1

	1
	
	Version
	PT
	(*)
	E
	S
	PN

	2
	
	Message Type

	3
	
	Length (1st Octet)

	4
	
	Length (2nd Octet)

	5
	
	Tunnel Endpoint Identifier (1st Octet)

	6
	
	Tunnel Endpoint Identifier (2nd Octet)

	7
	
	Tunnel Endpoint Identifier (3rd Octet)

	8
	
	Tunnel Endpoint Identifier (4th Octet)

	9
	
	Sequence Number (1st Octet)1) 4) 

	10
	
	Sequence Number (2nd Octet)1) 4)

	11
	
	N-PDU Number2) 4)

	12
	
	Next Extension Header Type3) 4)


The situation is getting even worse when it comes to the multi-hop relaying scenarios of Model 2. The user plane architecture of Model 2 in the two-hop scenario is given as in Figure 1, We can simply see the TNL overhead significantly increases with number of hop under this model. 

Consequently, a new ROHC profile is almost mandatory to be implemented to reduce the TNL overhead on the Un interface in Model 2. Considering the current ROHC profiles are standardized by IETF, it may be reasonable to request IETF to take the job of new ROHC profile designing. However both the feasibility and the standardization of designing such multi-layer header compression algorithm are still estimated to take much time and effort.
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Figure 1: Model 2 UP architecture in the two-hop scenario
Comparing to Model 2, the TNL overhead problem of Model 3 is relatively not that serious, especially in the multi-hop scenario. Figure 2 shows the user plane architecture of Model 3 in the two-hop deployment, and we can easily see that the overhead on the Un interface remains unchanged when the number of hop is increasing. However, a new ROHC profile may be still needed in Model 3 to address the compression of such combined headers. 
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Figure 2: Model 3 UP architecture in the two-hop scenario
Since Model 1 terminates GTP/UDP/IP protocols only in the DeNB, it does not bring any TNL overhead on the Un interface regardless the hops there may be, and no new header compression profile is needed either.

Conclusion 4: Model 1 is the most efficient architecture from the TNL overhead point of view.

Proposal 2: The TNL overhead (especially for the multiple-hop Relay case) should be minimized when designing the wireless backhaul link of the Relay Architecture.
2.3   Performance of UE mobility

As is indicated in [3], the data forwarding for UE moving from the RN to a neighboring eNB is of some advantages to reduce the unnecessary radio resource consume in the wireless link due to the possible back and forth forwarding through the Un air interface.

In Model 1, the DeNB knows the bearer information of UE under RN, which provides the possibility to make some optimization on DL data forwarding.  

In Model 2 where the DeNB is transparent to the handover, data buffered in RN needs to be forwarded back from RN  to DeNB via the RN’s PGW/SGW during an UE outbound handover or vice versa. And it is necessary to emphasize that all these user data needs to be forwarded to the RN’s PGW/SGW before it can reach the target eNB at UE’s handover. That means even if the UE moves between the RN and the DeNB, the EPC nodes (i.e. PGW/SGWs) will still be involved. This will bring not only a relatively larger delay but also a rather complexity from the system point of view. Besides, whether it will impact the consistence of user data at handover needs to be further evaluated carefully.
In Model 3, the RN’s PGW/SGW is integrated into the DeNB, so the forwarding data need not to be routed back to the EPC. And since the DeNB can get the UE bearer information, which makes it feasible to optimize the data forwarding procedure at handover. However, as it is shown in [4], for Model 3, this optimization is limited to non-PDCP’ed packets though while the Model 1 can avoid back and forth forwarding any packet on the Un interface. It results that Model 1 is the most efficient architecture to handle mobility from RN.
Conclusion 5: Model 1 is more efficient to handle the UE mobility to/from RN.
Proposal 3: The handover performance should be considered when designing the wireless backhaul link of the Relay Architecture.
2.4   RN mobility

In the type 1 relay architecture discussion, it was proposed to take mobile relay-node into account [5]. In RAN2#66bis, the following conclusion in [6] has been agreed:

· Main focus of the study is on fixed RN. However, selected architecture should not preclude later introduction of mobile RN. [7]
It was clarified that Model 3 could not support the RN mobility since the RN’s local anchor (i.e. RN-PGW) is integrated into the DeNB and the current Rel8 mechanism can not support this PGW relocation scenario. Then we can focus the discussion on the Model 1 and 2.

In RN mobility scenario, the RN would handover between the DeNBs together with its subordinated UEs. According to the handover mechanism in current LTE system, the handover source shall make the decision on the initiation of a handover based on per UE handling, and the handover target shall perform the access control for an incoming handover request based on per UE per bearer handling granularity. When the handover target can not accept partial EPS bearers of some UE (e.g. with lower priority), it can reject those E-RABs (with lower priority) of the concerned UE, and we name this case “partial Handover” and it is based on per UE per bearer principle in LTE Rel 8. 
However, in Model 2, since the DeNB is only aware of per RN EPS bearer which is an aggregation of different UE bearers, so the DeNB can not produce a Handover based on per UE per bearer. When the handover target receives an incoming handover request, what it can do on the access control is only based on the per RN EPS bearer granularity, instead of based on per UE per bearer handling granularity, since it is also not aware of per UE per bearer context. So, in Model 2, the “partial Handover” can not be supported in the handover target based on per UE per bearer granularity. Even though the handover target could perform a “partial Handover” based on per RN EPS bearer, while it still means the handover target can not distinguish the different UEs (e.g. VIP Users or invalid users) or UE bearers (e.g. emergency bearer) when it perform the access control function during the handover preparation phase. It is indubitable that this will reduce the flexibility of the network operation, deteriorate the user experience and depredate the system performance. 

While in Model 1, since the DeNB is aware of per UE per bearer context, it is easy for both the handover source and the handover target to implement a flexible “partial Handover” capability.
Conclusion 6: Model 3 can not support the RN mobility.

Conclusion 7: Model 1 can provide the “partial Handover” function in RN mobility scenario.
Proposal 4: The RN mobility support should be considered when designing the wireless backhaul link of the Relay Architecture so as to keep align with RAN2’s agreement.
Proposal 5: The RN mobility support should be considered when designing the wireless backhaul link of the Relay Architecture so as to keep align with the agreements of RAN1 and RAN2.
Proposal 6: The “partial Handover” capability should be supported when designing the wireless backhaul link of the Relay Architecture.

3   Summary

According to the analyses in section2, we can get the summarized comparison table below:
	　
	Model 1

Direct tunnel between SGW(UE) and DeNB
	Model 2

Direct tunnel between SGW(UE) and RN
	Model 3

Indirect tunnel between SGW(UE) and RN

	Characters
	· Direct logical U-Plane connection;
· S1-U tunnel spanning the SGW (UE) and the DeNB
· The direct tunnel is based on per UE per bearer in both the SGW(UE) and the DeNB
	· Direct logical U-Plane connection;

· S1-U tunnel spanning the SGW (UE) and the RN;

· Passing through the DeNB without any interpretation
· The direct tunnel is carried by the RN EPS bearer in the RN, DeNB and RN-SGW/PGW
	· Indirect logical U-Plane connection, two S1-U tunnels;

· The first S1-U tunnel between the SGW(UE) and DeNB is based on per UE per bearer, while the second S1-U tunnel between the DeNB and the RN is based on per RN EPS bearer

	QoS control on the Un
	· Priority handling per UE and per QoS;
· Dynamically control the radio resource allocation according to the QoS requirement of per UE per bearer;

· Flexible QoS coordination between the Uu and Un interfaces based on the granularity of per UE per bearer.
	· Priority handling per RN EPS bearer;
· Dynamically control the radio resource allocation according to the QoS requirement of per RN EPS bearer;

· No QoS coordination between the Uu and Un interfaces based on the granularity of per UE per bearer.
	· Priority handling per RN EPS bearer;
· Dynamically control the radio resource allocation according to the QoS requirement of per RN EPS bearer;

· No QoS coordination between the Uu and Un interfaces based on the granularity of per UE per bearer.

	Un overhead caused by TNL
	· No significant overhead
	· High overhead, especially in the Multi-hop Relay scenario
	· High overhead

	Performance of UE mobility
	· Avoid the back and forth forwarding;
· Low latency
	· Back and forth forwarding;

· High latency
	· Back and forth forwarding;

· Low latency

	RN Mobility
	· Support Relay mobility
· Access control capability in the handover target based on the per UE per bearer
	· Support Relay mobility

· Lack of the access control capability in the handover target based on the per UE per bearer
	· Not support Relay mobility


As shown in this table, it’s easy to see the benefit of the Direct tunnel model between the SGW (UE) and DeNB, and the drawbacks of the Direct tunnel model between the SGW (UE) and DeNB, or the Indirect tunnel model between the SGW (UE) and RN.
4   Conclusion
In this contribution, we analyses the pros and cons of the three kinds of S1-U tunnel models, and get the following conclusions:

Conclusion 1: Model 1 can achieve the priority handling per UE and per QoS over the Un interface.
Conclusion 2: Model 1 can provide the dynamically control the radio resource allocation on the Un interface for the DeNB according to the QoS requirement of per UE per bearer.

Conclusion 3: Model 1 can provide the flexible QoS coordination between the Uu and Un interfaces based on the granularity of per UE per bearer.
Conclusion 4: Model 1 is the most efficient architecture from the TNL overhead saving point of view.

Conclusion 5: Model 1 is more efficient to handle the UE mobility to/from RN.
Conclusion 6: Model 3 can not support the RN mobility.

Conclusion 7: Model 1 can provide the “partial Handover” function in RN mobility scenario.
Taking these analyses into account, we kindly ask RAN3 to agree the following proposals as the way forward:
Proposal 1: In order to realize the optimal QoS control function on the Un interface, the handling granularity of per UE per bearer should be supported when designing the wireless backhaul link of the Relay Architecture.
Proposal 2: The TNL overhead (especially for the multiple-hop case) should be minimized when designing the wireless backhaul link of the Relay Architecture.

Proposal 3: The handover performance should be considered when designing the wireless backhaul link of the Relay Architecture.
Proposal 4: The RN mobility support should be considered when designing the wireless backhaul link of the Relay Architecture so as to keep align with RAN2’s agreement.
Proposal 5: The RN mobility support should be considered when designing the wireless backhaul link of the Relay Architecture so as to keep align with the agreements of RAN1 and RAN2.
Proposal 6: The “partial Handover” capability should be supported when designing the wireless backhaul link of the Relay Architecture.
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