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1. Introduction

According to the recent discussion in RAN2 dynamic scheduling and service multiplexing for eMBMS is necessary to improve the radio resource efficiency. Considering MBSFN transmission as the basic feature for Rel9 eMBMS it needs some coordination among all involved eNBs including the resource allocation, radio configuration and scheduling. In this contribution based on [1] [2] we discuss how to do dynamic scheduling and service multiplexing to fulfill the MBSFN transmission requirements and propose the related signaling design on M2 interface.
2. Discussion
According to the discussion in [1] [2], the scheduling of eMBMS is period by period such as 320ms. The service multiplexing of different eMBMS services can be divided into 2 types which are statistical multiplexing with TDM/FDM hybrid mode and non-statistical multiplexing with TDM mode. 
For statistical multiplexing, the services, which have the same QoS requirement of BLER e.g. have the same modulation and coding scheme (MCS), can be TDM/FDM hybrid multiplexed into one TB (or MAC PDU). All the services which can be multiplexed into one MAC PDU are defined as one “service bundle”. It can be indicated by BMSC [2]. For non-statistical multiplexing, the services with the different MCS could be multiplexed in TDM mode which has the granularity of one subframe. Of cause the services with the same MCS also can do non-statistical multiplexing. If the data for one service can not fulfill one subframe, the padding would be added and it is only added in the last subframe of this service. 
In Figure1 we illustrate this scheduling and multiplexing scheme with an example.
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Figure 1 Illustrate of eMBMS service multiplexing
In Fiugre1 there are 5 services participating in the MBSFN transmission, named S1, S2, S3, S4, S5 as service ID. According to their QoS requirements, the S1, S3 and S5 have the same BLER requirement hence they can use the same MCS and can be multiplexed into one MAC PDU. So there is a service bundle {S1, S3, S5} for multiplexing. S2 and S4 have the different MCS they only can be multiplexed in TDM mode. And for S4, S5 the data is not fulfill the subframes then the padding is added in the last subframe of S4 and S5.
We propose that the dynamic service multiplexing mechanism includes two steps procedures which are: 

· 1st step: Generate semi-static scheduling information for each scheduling period in MCE

According to the conclusion on MCH in RAN2#66bis[3], “One MBSFN area can contain 1 or more MCHs, with one MCS per MCH” and the MSAP definition that means the different MCHs have the different MSAP which are not overlapping. The MTCHs of statistical multiplexing services will map onto the same MCH and the MTCH mapped on different MCH will be non-statistical multiplexing. 

MCE determine the following scheduling information of subframe allocation for MBSFN transmission based on the QoS requirement for each service. It contains the information of 


- MSAP for each MCH in current scheduling period

- Transmission order of all services for MBSFN transmission;

The transmission order include the internal order of services in one service bundle mapped in one MCH and all MBSFN transmission services order in this MBSFN area, i.e. the order in one MCH and among MCHs. For example in Figure1 S1, S3, S5 are statistical multiplexing services and belong to one service bundle {S1, S3, S5} mapped in one MCH. Then considering the service QoS requirement such as priority, delay and etc, the internal transmission order of this MCH would be {S3, S1, S5}. And for all MBSFN transmission services order the final transmission order determined by MCE would be [{S3, S1, S5}, S4, S2]. 

The MSAP defines the set of MBSFN subframes used for MBMS transmission of each MCH. According to the QoS requirements for each service such as GBR or MBR for non-statistical multiplexing service and ABBR for statistical multiplexing service bundle, BLER requirement and etc. the MCS for each service and the MSAP for each MCH can be determined. The subframes of MSAP would not exceed the range of subframes in MBSFN subframe allocation which is transmitted via system information SIB2. This information is used to restrict the range of subframes for MBSFN transmission. For example in Figure1 there are 12 subframes defined in the MSAP of one scheduling period for all services that means the subsequent dynamic scheduling of all services can not exceed this range. 
Proposal 1: Semi-static scheduling information such as transmission order of all services and MSAP of each MCH are determined in MCE.

All above semi-static scheduling information is transferred to all involved eNBs in MBSFN area via M2 interface between MCE and eNB as MBMS Scheduling Information. Then eNB use this information to generate the MCCH RRC message and transmit to UE on Uu interface.  

We propose to define one procedure on M2 interface (M2AP) for this semi-static scheduling information delivery from MCE to eNBs. 

The “MBMS Scheduling Information” procedure transports the MSAP information for each MCH, MCS for each service and transmission order implied within it. This procedure includes one pair messages which are MBMS SCHEDULING INFORMATION and MBMS SCHEDULING INFORMATION RESPONSE. The acknowledge mode for this procedure is used to guarantee all involved eNBs can correctly receive semi-static MBMS scheduling information. The message flow is shown Figure2:
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Figure 2 MBMS Scheduling Information procedure message flow on M2 interface
The eNB receives the semi-static MBMS Scheduling Information message on M2 interface from MCE and according to the detailed content in this message updates its configuration and related RRC messages and deliver the semi-static MBMS scheduling information to UE via related messages on Uu interface.
The possible message structure of “MBMS SCHEDULING INFORMATION” and “MBMS SCHEDULING INFORMATION RESPONSE” is shown Figure3. 
In the MBMS SCHEDULING INFORMATION message, for each MCH there is an information group which includes its MSAP and the its contained service session information such as its service ID and MCS. The array order of these MCHs and its contained service information groups implies the transmission order of all MBMS services in this MBSFN area. 

The MBSFN subframes may be discrete distribution in one scheduling period but the number and accurate position are determined. So the index of subframe can be used for MSAP indication in MBMS SCHEDULING INFORMATION message.
The eNB receives this message and according to the actual content in MBMS SCHEDULING INFORMATION message decides to update its configuration and MCCH RRC messages or not. Then eNB transmits related MCCH RRC messages to UE via Uu interface periodically according to the repetition and modification period mechanism for the reliable and correct transmission.
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Figure 3 possible message structures for MBMS Scheduling information procedure
Proposal 2: One M2 interface class 1 procedure, which is “MBMS SCHEDULING INFORMATION” and “MBMS SCHEUDLING INFORMATION RESPONSE”, is used to deliver the semi-static scheduling information from MCE to eNB. Related message structures are shown in Figure 3.
· 2nd step: Dynamic scheduling and multiplexing in eNB MAC layer

In this step each eNB MAC layer would perform the dynamic scheduling and multiplexing according to actual processing data quantity of each service waiting for current scheduling period. Because the actual service data may be bursty and the quantity waiting for processing at each period also would be variable, in order to optimize the use of the radio resources, the dynamic scheduling and multiplexing within MSAP for each MCH is performed by the MAC layer. In one scheduling period if the data quantity of all services is less than the subframes allocation in MSAP for one MCH, then the unoccupied subframe could be considered to be used for unicast service (FFS). And the maximum subframe usage for all services can not exceed the subframe allocation in MSAP.

All the services multiplexed in one MCH are transmitted consecutively. The padding only can be added in last subframe of the last service in this MCH MSAP.

Because the content synchronization mechanism is a mandatory mechanism for MBSFN transmission, it can guarantees that the involved eNB would face the same content data and with the same quantity. Therefore, the different eNBs can obtain the consistent scheduling result based on the same rules. The dynamic scheduling would not impact the synchronization requirement of MBSFN transmission.

Proposal 3: For each MCH dynamical scheduling multiplexing within the subframes allocation in MSAP for all services is performed in eNB MAC layer. 

Illustration with example:

Here we take again the example in Figure1 to illustrate the above mechanism.

For 1st step, MCE determine the semi-static scheduling information such as MSAP, transmission order and MCS for each service. 

In this example the total MBSFN subframe allocation indicated via SIB2 is “allocation period = 8 radio frame”, “offset = 0”, “subframe allocation = 111000”. Then the radio frame index that contains the MBSFN subframe in one scheduling period is determined as #0, #8, #16 and #24. And in these radio frames the subframe index for MBSFN subframe is determined as #1, #2, #3. The total number of MBSFN subframes in one scheduling period is 12.

The MCE determines that there are 3 MCHs for these 5 services and MCH1 transmitting S1, S3,S5 within 7 subframes, MCH2 transmitting S4 within 2 subframes and MCH3 transmitting S2 within 3 subframes. 

The MCE also determines the transmission order of these services according to their QoS requirement on priority, delay and etc. For example here the transmission order is {S3, S1, S5}, S4, S2, where the service bundle is looked as one service but in the service bundle there is own internal order of those services.

The Modulation and Coding Scheme for each service also decided for example MCS1 for MCH1 {S3, S1, S5}, MCS2 for MCH2 {S4} and MCS3 for MCH3 {S2}. 

Then all semi-static scheduling information is generated in MCE and transfer to eNB via M2 interface with “MBMS Scheduling Information procedure”. And eNB transmit this information to UE via Uu interface with MCCH RRC message.

For 2nd step, the eNB performs the dynamic scheduling information according to the actual data quantity processed in this period. For example in this scheduling period for MCH, S3 occupies 2.5 subframes, S1 occupies 1.3 subframes and S5 occupies 2.5 subframes; for MCH2, S4 occupies 1.6 subframes; and for MCH3, S2 occupies 3 subframes. For each MCH the padding can be only added in the last subframe of this MCH. For example the padding for MCH1 is added in the last subframe of S5 and the padding for MCH2 is added in the last subframe of S4. Then the actual dynamic scheduling results for these 5 services can use the end position index [4] of MBSFN subframe for each service, which are 3 for S3, 4 for S1, 7 for S5, 9 for S4 and 12 for S2. 
Because all the services are transmitted consecutively, UE can use this information to obtain the determined subframe occupation of each service.
3. Conclusion
We suggest RAN3 to discuss abovementioned dynamic service multiplexing mechanisms, related signaling design on M2 interface and proposals. In this contribution we proposed:
Proposal 1: Semi-static scheduling information such as transmission order of all services and MSAP of each MCH are determined in MCE.
Proposal 2: One M2 interface class 1 procedure, which is “MBMS SCHEDULING INFORMATION” and “MBMS SCHEUDLING INFORMATION RESPONSE”, is used to deliver the semi-static scheduling information from MCE to eNB. Related message structures are shown in Figure 3. 
Proposal 3: For each MCH dynamical scheduling multiplexing within the subframes allocation in MSAP for all services is performed in eNB MAC layer.
Proposal 4: it is proposed to agree on the corresponding CR in tdoc R3-091857.
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