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1
Introduction 
In this discussion paper, the term enterprise refers to a group of HNBs all sharing the same CSG Id and possibly other logical attributes such as LAC etc. The enterprise may constitute either a discrete number of higher capacity HNBs or possibly a large number of lower capacity HNBs clustered together. In either case, RAN4, in [2], has highlighted the interference related problems using seven reference scenarios. The document in [1] also summarises the same. 
2
Discussion

2.1
Interference

Scenarios 5 and 6 in [1] show a number of possible solutions. 

The usual methods to control interference are 
a) Reduce own CPICH Tx power

b) Set UE’s maximum UL Tx power

c) Fast power control (Inner loop) and virtual / adaptive attenuations.
The methods above depend variously on computing pathlosses from macros and/or HNBs to an active UE. It is also possible to compute pathloss to from macros and/or HNBs to an idle UE but that includes adding an appropriate margin and experimentation. 

The enterprise HNB(s), unlike residential HNB(s) may be mounted / fixed at specific locations within the building and two such HNBs that may be just meters apart may see hugely varying pathlosses from a given macro and/or HNB due to their respective physical location (wall, concrete, window etc). The problem gets amplified with the density of HNBs increasing.

The enterprise would have to provide no coverage holes meaning the Uplink capacity will have to be enhanced just as it is in macro networks. The power requirement on the uplink (from the UE) should also be kept to a bare minimum so that no single UE interferes with another UE or HNB by transmitting at too high a power – similar to how soft-handover is employed in the macro network. 
Techniques used in self-organising networks can be fruitfully employed in order to manage interference. One important criterion for self organising is co-ordination between the various nodes. The HNBs themselves are required to compute various factors for interference management using “network listen mode” and measurements from neighbouring HNBs / UEs and this need to be handled in “near” real time through direct interfaces. An enterprise network can never manage all of this without a direct interface between them. The analogy would be the usage of X2 interface for RRM / mobility reasons. 

2.2
Signalling load

Let us assume the following enterprise network:

Number of HNBs = 5
Number of Channels per HNB = 32 (dedicated users)

Blocking Probability = 2%
Traffic per subscriber = 0.11 Erlangs
The maximum traffic the system can support, using Erlang B (#of HNBs * #of Channels, Blocking probability) = 152.85 Erlangs. 

The total number of subscribers that can be supported would be 152.85 Erlangs / 0.11 Erlang per subscriber = ~1390 users

Whether moving in IDLE or in connected mode, the signalling for purposes such as Location updates, Relocations etc. will be triggered at a significantly increased rate / frequency than necessary. This is more than likely since the example quoted above (just 5 HNBs) would be a medium scale enterprise. So, it is highly desirable to keep the signalling local by means of relocating locally through a direct interface between the HNBs. 

Taking the above example with a different “form factor”:-

Number of channels per HNB = 16

Number of HNBs = 10

The maximum traffic in the system and the total number of subscribers the system can handle will be identical – but alarmingly the “interference” as well as the “signalling load” problems linearly double in intensity.
3
Conclusion

For the two reasons mentioned above, Airvana foresees the necessity for inter-HNB interfaces within the enterprise context. We also understand the topics are rather complex and significant amount of work will have to be expended studying aspects relating to the “structure” of this interface and also the nature of information exchanged between two enterprise nodes. Aspects relating to security, discovery, provisioning and management need significant study. 
An operator is unlikely to deploy an enterprise unless the interference and signalling load issues are addressed adequately. Airvana proposes to consider this part of Release 10.

Due to a lack of this interface, the current work item in release 9 on inter-HNB mobility only results in hard handover via Iuh and that is automatically handled when the macro to HNB inbound mobility problem is addressed.
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