3GPP TSG-RAN WG3 #64

     R3-091302
San Francisco, US, May 4th – 8th 2009
Agenda item:
11.2.2
Source: 
Alcatel-Lucent Shanghai Bell, Alcatel-Lucent
Title: 
SYNC configuration for MBSFN area
Document for:
Discussion and decision
1. Introduction

The assumption of MBMS becomes that there is only one MBSFN area per cell, and there is no overlapping. So the cells in an MBSFN area have the same service profiles, radio configuration, and IP multicast destinations. Hence, the network deployment and related solutions would be simpler. 
This contribution raises the issue of how to configure the SYNC entities. The reason behind is when the services are transmitted, some of which can be multiplexed together, e.g. with the same SDU error ratio requirement, and some cannot. Different approach to configure SYNC(s) will affect the SYNC protocol and system complexity. 
2. Discussion
One peer of SYNC entities ensure the data between them is content synchronized. When service multiplexed, the services are correlated with respect to the byte/packet count, and especially in case of packet loss during service switching point. Hence, the synchronization of one service has an impact on other services in the multiplex. The SYNC entities in this case become correlated.  There could be three configurations:
Opt 1: Every service has its SYNC entity.
This option is the most straightforward solution, where SYNC is service dependent. The SYNC entity would be created and released when service is coming or leaving. Whether one needs an initialization of SYNC is FFS. This option is natively robust to handle the packet lost during the switching point of services in transmission in the sense that the packet/byte are counted independent per service so in case of packet loss in the multiplex there is no ambiguity with regards to which service is affected by this packet loss. In general, Pros and Cons are: 
Pros:

· Straightforward.
· Natural resilience to packet loss in the multiplex because the service affected by a packet lost is well identified. 
Cons:

· It is more frequent for SYNC entity to be created and released once service coming/leaving, compared to other options.
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Fig.1 SYNC is per service
Opt 2: SYNC is based on service multiplexing
In this option, SYNC entity is per service multiplex basis. The creation and releasing of SYNC entity is less frequent compared to option 1 because it performs only when all the services are leaving. The advantage of this scheme is the SYNC is originally designed to support service multiplexing (e.g. the multiplexed services might be seen as one virtual service), as well as non-multiplexing case which can be taken as a special configuration of service multiplexing. Additional information would be needed to identify the services in the same SYNC entity.
Pros:

· The services are considered as one virtual service, which may make the support of service multiplexing easier.
· Less complexity because one service coming/leaving in the multiplex will not affect the content synch of the multiplexing.

Cons:

· Additional info needed to identify the services in the multiplex is an open issue for the packet loss at service switching time.
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Fig. 2 SYNC is per service multiplex
Opt 3: SYNC is per MBSFN basis
In this option, there is only one SYNC entity per MBSFN area, which could be statically configured and never released. It seems simpler, but not. Different services may be transmitted in different way, multiplexed/non-multiplexed, some finished/ some still ongoing. The ongoing services may be affected by the finished services, because byte/packets are counted together. In fact, there is no need to share the SYNC between services which has no relation in transmission. Hence, this option may involve quite some complexity in SYNC mechanism design.
Pros:

· Only one SYNC, and never need to be released.

Cons:

· Quite complex, because not related services should be considered into one SYNC algorithm.
· Additional info needed to identify the services within and outside the multiplex is an open issue e.g. in case of packet loss.
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Fig. 3 SYNC is per MBSFN area
3. Conclusion
In this contribution, we discuss the need to define the configuration of SYNC under current MBMS WI assumption. We have compared three options, Alcatel-Lucent recommends to eliminate option 3 and propose to decide between options 1 and 2 after assessing the pros and cons highlighted in this paper. 
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