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1. Introduction

TNL congestion handling is described in TR 25.902 [1]. This TR describes means to detect congestion in the transport network, on Iub and/or Iur interfaces, so that the UTRAN can react to this congestion and re-establish for all users the required QoS temporarily endangered by the congestion. 
In order to indicate the network congestion from RNC to NodeB the Congestion Indication message has been defined in TS 25.427 [2].
2. Discussion

TNL congestion may occur for global overload reasons: 

a) At a given point in time, the active users are globally sending too much data compared to the network capacity.

b) It may also happen in UL that a specific user is exceeding the rate that corresponds to what is allowed on Iu interface. In that case, the RNC may want to slow down specifically that user.
With the current version of the specification it is not possible to distinguish between these two cases, thus the Node B has no means to react differently to both cases. However, the reaction to both cases could be different. TS 25.427 [1] further specifies (section 5.14):

<<

If the TNL CONGESTION INDICATION control frame is indicating “TNL Congestion – detected by frame loss”, or the TNL CONGESTION INDICATION control frame is indicating “TNL Congestion – detected by delay build-up”, the Node B should reduce the bit rate for at least the MAC-d flow on which the congestion indication control frame was received.
<<

This description fits with case a. However, in case b, it would be unfair and probably inefficient to react on more than the MAC-d flow on which the congestion indication control frame was received.
There is currently no good way defined for RNC to tell the Node B that a specific user is exceeding its bit rate allowed on Iu interface.

Annex B of TS 23.107 [3] describes the “reference algorithm for conformance definition of Bitrate”. If the RNC wants to ensure that the UE complies with the UL traffic contract negotiated at RAB assignment time with the CN, and detects thanks to this reference algorithm or any other means that the UE sends too much UL traffic, the RNC could benefit from means to indicate this to the specific UE, possibly via scheduling grants sent from the Node B.

It is thus proposed to make it possible to indicate to the NodeB E-DCH scheduler that a specific user/ MAC-d flow needs to be downgraded in order to overcome TNL Congestion of type b. 
It will then be possible for Node B to react specifically on the concerned user/MAC-d flow, rather than having a potentially more global reaction in congestion type a.

To implement this use can be made of the spare value marked 'Reserved for Future Use' in the TNL congestion indicator. 
3.
Conclusion

The addition of a TNL congestion indicator value for uplink traffic above limit provides better control of congestion. The CR in R3-090009 provides the changes required.
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