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1 Introduction 

Due to the combined node and ISR requirement, the UE moving from GERAN/UTRAN to EUTRAN may use GUMMEI mapped from P-TMSI and RAI to access the ENB and the ENB should select a specific MME according to this mapped GUMMEI, MME configuration method [1] is approved in RAN3, while this MME configuration method may cause a signalling storm due to LAC change.
2 Discussion
Due to the combined node requirement and ISR requirement, the MME configuration method needs to configure numerous GUMMEIs into each MME, since every LAC in the combined node pool and ISR enabled neighbouring SGSN pool would introduce a mapped GUMMEI. And the configured GUMMEIs in one MME are only different in MMEGI part (mapped from LAC). 

For example, if there are combined nodes in one MME pool, then the combined node MME needs to add many GUMMEIs into its configuration: the original GUMMEI (MCC + MNC + MMEGI + MMEC) and mapped GUMMEIs (MCC + MNC + LAC + NRI). All the LACs in the SGSN pool (combined with MME pool) will introduce a mapped GUMMEI, and if considering ISR case, every LAC in the neighbouring SGSN pool will also introduce a mapped GUMMEI. So that a UE attached in the combined node or an ISR UE moving from the SGSN pool to E-UTRAN pool will be routed to a specific MME according to the provided GUMMEI which actually is MCC + MNC + LAC + NRI.
While this configuration method may cause a signalling storm when the S1 is setup or when any related RAI is changed.

For example, an ISR enabled MME pool consists of 10 MMEs and 2000 eNodeBs, and this MME pool neighbours 5 SGSN pools, with each SGSN pool containing 20 LACs. (Assuming the reality that usually a province in China will construct a pool with 100 million subscribers, a MME pool may contain even more MMEs). Then when one new MME is introduced, the MME will construct 1 real GUMMEI (MCC + MNC + MMEGI + MMEC) and 5*20=100 mapped GUMMEI (MCC + MNC + LAC + NRI), and send them to 2000 eNodeBs. 

The awful thing is, whenever LAC change, for example, an LAC is added or modified or deleted, all the MME in the related pool will be affected to update their configuration and send the whole GUMMEIs (including the unchanged and updated ones) to all the eNodeBs. 

And this issue becomes even worse if MOCN is supported or each MME is configured with multiple MMEC/NRI, because the configuration data will multiple. For example, in the above assumed deployment, if the MME pool support two PLMN, then the configured GUMMEI list contains 2*(1+100) = 202 GUMMEIs.

Based on the above assumed deployment, if one LAC in one SGSN pools changes, e.g, one LAC is modified; every MME will update its configuration and sends MME CONFIGURATION UPDATE message which contains 202 GUMMEIs to all the 2000 eNodeBs. I.e.10 * 2000 = 20000 MME CONFIGURATION UPDATE messages, each message containing 202 GUMMEIs, are transported in the S1 interface suddenly. This signalling storm occurs whenever any related LAC changes. 
An alternative solution is that each MME only sends updated GUMMEIs not all GUMMEIs to eNodeBs when some LACs change. For example, in the MME CONFIGURATION UPDATE message, the GUMMEI IE is spit into two IEs: original GUMMEI and updated GUMMEI. If a new LAC is introduced, the MME will send MME CONFIGURATION UPDATE message to all the eNodeBs without original GUMMEI IE while with updated GUMMEI as the mapped new one; if an LAC is deleted, the MME will send MME CONFIGURATION UPDATE message to all the eNodeBs without updated GUMMEI IE while with original GUMMEI; if an LAC is modified, the MME will send MME CONFIGURATION UPDATE message to all the eNodeBs with both original GUMMEI and updated GUMMEI IE.  
Alt1 MME CONFIGURATION UPDATE message
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	reject

	MME Name
	O
	
	OCTET STRING
	FSS if IE is optional
	YES
	ignore

	Served PLMNs
	
	0..<maxnoofPLMNsPer MME>
	
	
	GLOBAL
	reject

	 >PLMN Identity
	M
	
	9.2.3.8
	
	-
	

	Served GUMMEIs
	
	0..<maxnoofGUMMEIs>
	
	
	GLOBAL
	reject

	>original GUMMEI
	O
	
	9.2.3.9
	
	-
	

	>updated GUMMEI
	O
	
	9.2.3.9
	
	-
	

	Relative MME Capacity
	O
	
	9.2.3.17
	
	YES
	reject


Table 1: Alt1 MME CONFIGURATION UPDATE message
Another alternative is to separate GUMMEI as PLMN list and MMEGI list and MMEC. Since GUMMEI is composed of PLMN-id + MMEGI + MMEC, while the GUMMEI list always have a same MMEC (same value with NRI, or MMECs in case multiple MMECs or NRI are configured) and same PLMN-id (or PLMN-id list in case of MOCN), so the PLMN-id and MMEC are redundant and need not repeat in the message. Based on the above deployment assumption, the original GUMMEI list occupies 202 * (3 octets PLMN-id + 2 octets MMEGI + 1 octet MMEC) = 1212 octets. While if the MME CONFIGURATION UPDATE message is modified as the below table, the new GUMMEI list occupies 2 * 3 octets (PLMN-id) + 101 * 2 octets (MMEGI or LAC) + 1 octet (MMEC or NRI) = 209 octets, which is much smaller than the original list.

Alt2  MME CONFIGURATION UPDATE message
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	reject

	MME Name
	O
	
	OCTET STRING
	FSS if IE is optional
	YES
	ignore

	Served PLMNs
	
	0..<maxnoofPLMNsPer MME>
	
	
	GLOBAL
	reject

	 >PLMN Identity
	M
	
	9.2.3.8
	
	-
	

	Served MMEGIs
	
	0..<maxnoofMMEGIs>
	
	
	GLOBAL
	reject

	> MMEGI
	O
	
	9.2.3.9
	
	-
	

	Served MMEC
	
	0..<maxnoofMMECs>
	
	
	GLOBAL
	reject

	MMEC
	M
	
	9.2.3.12
	
	-
	

	Relative MME Capacity
	O
	
	9.2.3.17
	
	YES
	reject


Table 2: Alt2 MME CONFIGURATION UPDATE message
The two alternatives help to reduce the message size: first alternative can avoid carrying all GUMMEIs again in the MME CONFIGURATION UPDATE message when any LAC changes, while S1 SETUP RESPONSE message is still a large message. The second alternative makes both S1 SETUP RESPONSE and MME CONFIGURATION UPDATE message smaller. But the two alternatives cannot completely avoid signalling storm when any LAC changes. 

Considering the above deployment scenario (10 MMEs, 2000 eNodeBs in one MME pool, 5 SGSN neighbouring pool with each containing 20 LACs, 2 PLMN is supported) and the scenario that two LACs are added into one SGSN pool (mapped into 4 new GUMMEIs due to MOCN), the signalling comparison is like the following table: 

	Solution
	S1 SETUP RESPONSE message
	MME CONFIGURATION UPDATE message due to adding two LACs

	Current configuration method
	Each new MME sends S1 SETUP RESPONSE message containing 202 GUMMEI which is 1212 bytes (202*6).
10 * 2000 = 20000 S1 SETUP RESPONSE messages together.
	10 * 2000 = 20000 MME CONFIGURATION UPDATE messages, with each message containing all (202 + 4) GUMMEIs which is 1236 bytes.

	Alternative 1 (only updated GUMMEIs in MME CONFIGURATION UPDATE)
	Same with above
	10 * 2000 = 20000 MME CONFIGURATION UPDATE messages, with each message containing updated 4 GUMMEIs which is 24 bytes.

	Alternative 2 (PLMN-id list + MMEGI list + MMEC list)
	Each new MME sends S1 SETUP RESPONSE message containing 202 GUMMEI which is 209 bytes (2*3 + 101*2 + 1).

10 * 2000 = 20000 S1 SETUP RESPONSE messages together.
	10 * 2000 = 20000 MME CONFIGURATION UPDATE messages, with each message containing (202 + 4) GUMMEIs which is 213 bytes (2*3 + 103*2 +1).


Table 3: Signalling Comparison
3 Conclusion
This contribution analyzes the configuration method introduced in the S1 Setup / MME Configuration Update procedure and finds this method would cause signalling storm whenever any related LAC changes. While LAC change may happen sometimes due to network planning especially cell split, so some optimized one or other solution should be considered to solve the burst traffic. And the effort for the corresponding configuration modification due to LAC change should also be considered. Huawei would like to draft the CR if some optimized one is adopted.
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