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1. Introduction
The issue of exchanging neighbor information over X2 has been discussed in RAN3 in the past. [1] presented the need for exchanging information in order to hasten ANR. And RAN3 #61 agreed on the framework for PCI selection, which requires the exchange of PCI information over X2.

Section 2 provides more details on this, and discusses the benefits of exchanging this information. Section 3 proposes to include the PCI and CGI of neighboring cells, in the information exchanged between neighbors. Finally, the appendix provides text proposals to be incorporated into the 36.423 specifications.

2. Discussion
This document proposes further details on the sharing of neighbor information over X2. In particular, it proposes the exchange of PCI and CGI of neighboring cells. The contribution discusses how this information exchange leads to benefits for a variety of mechanisms.
2.1. Enhanced ANR
As proposed previously in [1], exchanging the neighbor information during X2 setup allows a new eNB to find out about the surrounding cells. The eNB can use this information to populate its NRT, without having to wait for UE reports. The new eNB can further set up X2 interfaces with a subset of these new eNBs, and potentially learn of their neighbors as well. The result, as described in [1], is to populate the NRT of a new eNB very quickly, greatly speeding up the ANR process. 
There is a need to limit the size of the neigbor information being exchanged, and to prevent the exchange of information about neighbors that are many hops away. Thus, an eNB may utilize the information that it learns about all other neighboring cells (e.g. learnt via OAM, or neighbor information exchange) in ways that it sees fit. However, cells whose information are exchanged with neighbours must have been detected over the air, either using a downlink receiver, or through UE measurement reports.  
Benefit: Quickly populate the NRT of a new eNB.

Required Information: {PCI, CGI}
2.2. Handover preparation

When the {PCI, CGI} pair is exchanged over the X2 interface, an eNB becomes aware of a number of {PCI, CGI} pairs that have not yet been reported by any UEs. Later, when measurement report from an UE indicates handover to one of these PCI, the eNB can rapidly resolve the identity of the target eNB from the stored {PCI, CGI} pairs. As mentioned in [1], having such knowledge could bypass some of the UE measurements required (e.g. CGI decoding), or at least make them less time critical, since a good hypothesis for {PCI, CGI} pair is already known. 
Benefit: Bypass UE measurements to decode CGI, during time-critical handover situations.
Required Information: {PCI, CGI}
2.3. Distributed PCI Selection

As described in [2], the distributed PCI selection algorithm relies on a new eNB to determine the PCIs under use in its surrounding areas. The eNB can then try to avoid these PCIs during the selection of its own PCI. This knowledge can be quickly gathered by a new eNB by receiving the neighboring PCI information from any single neighbor that it is able to connect to (over X2).
Benefit: Necessary for distributed PCI selection. 

Required Information: PCI
2.4. Eliminates suspected collision with own PCI
Consider the situation when eNB A (with CGI A, PCI A) connects using X2 to eNB B for the first time. eNB B has previously learnt A’s PCI through an UE measurement report. As part of the neighbor information exchange, eNB B sends “PCI A” to eNB A.  Without an accompanying “CGI A”, eNB A cannot be certain whether the reported PCI is its own, or indicative of a likely PCI collision or confusion. 
Benefit: Eliminates suspected collision when an eNB’s PCI is reported back to itself.
Required Information: {PCI, CGI}
3. Conclusion
RAN3 has previously agreed upon a distributed selection of PCI [2] and discussed enhancements to the ANR function [1]. In both discussions the need of neighbour information exchange over X2 has emerged.

This contribution summarized the use cases where the exchange of neighbour information over X2 is seen as highly beneficial. Based on the above, RAN3 is asked to agree on the following proposal:

Proposal : Introduce a new Neighbor Information IE in these existing messages to allow eNBs to exchange the list of {PCI, CGI} pairs for their neighboring cells.
· X2 SETUP REQUEST

· X2 SETUP RESPONSE

· ENB CONFIGURATION UPDATE

Note: Information communicated to neighbours only include cells that have been detected over the air (either using a downlink receiver, or through UE measurement reports).

If the proposal is agreed, the supporting companies are willing to provide the CR against TS 36.423.
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5. Appendix: Proposed change to 36.423
9.1.2.3
X2 SETUP REQUEST

This message is sent by an eNB to a neighbouring eNB to transfer the initialization information for a TNL association.

Direction: eNB1 ( eNB2.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.15
	
	YES
	reject

	Global eNB ID
	M
	
	9.2.24  
	
	YES
	reject

	Served Cells
	
	1 to maxCellineNB
	
	This is all the eNB cells 
	YES
	reject

	     >Served Cell Information
	M
	
	9.2.10
	
	–
	–

	Neighbor Information
	
	0 to maxnofNeighbors
	
	
	GLOBAL
	reject

	   >ECGI
	M
	
	ECGI

9.2.16
	E-UTRAN Cell Global Identifier of the neighbor cell
	-
	-

	   >PCI
	M
	
	OCTET STRING
	Physical Cell Identifier of the neighbor cell
	-
	-

	GU Group Id List
	
	0 to maxfPools
	
	This is all the pools to which the eNB belongs to
	YES
	reject

	     >GU Group Id
	M
	
	9.2.22 
	
	-
	-


	Range bound
	Explanation

	maxCellineNB
	Maximum no. cells that can be served by an eNB. Value is 256.

	maxPools
	Maximum no. of pools an eNB can belong to. Value is 16 FFS.


9.1.2.4
X2 SETUP RESPONSE

This message is sent by an eNB to a neighbouring eNB to transfer the initialization information for a TNL association.

Direction: eNB2 ( eNB1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.15
	
	YES
	reject

	Global eNB ID
	M
	
	9.2.24
	
	YES
	reject

	Served Cells
	
	1 to maxCellineNB
	
	This is all the eNB cells 
	YES
	reject

	   >Served Cell Information
	M
	
	9.2.10
	
	–
	–

	Neighbor Information
	
	0 to maxnofNeighbors
	
	
	GLOBAL
	reject

	   >ECGI
	M
	
	ECGI

9.2.16
	E-UTRAN Cell Global Identifier of the neighbor cell
	-
	-

	   >PCI
	M
	
	OCTET STRING
	Physical Cell Identifier of the neighbor cell
	-
	-

	GU Group Id List
	
	0 to maxPools
	
	This is all the pools to which the eNB belongs to
	YES
	reject

	    >GU Group Id
	M
	
	9.2.22
	
	-
	-

	Criticality Diagnostics
	O
	
	9.2.9
	
	YES
	ignore


	Range bound
	Explanation

	maxCellineNB
	Maximum no. cells that can be served by an eNB. Value is 256.

	maxPools
	Maximum no. of pools an eNB can belong to. Value is 16 FFS.


9.1.2.8
ENB CONFIGURATION UPDATE

This message is sent by an eNB to a peer eNB to transfer updated information for a TNL association.

Direction: eNB1 ( eNB2. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.15
	
	YES
	reject

	Served Cells To Add
	
	0 to maxCellineNB
	
	
	GLOBAL
	reject

	   >Served Cell Information
	M
	
	9.2.10
	
	–
	–

	Served Cells To Modify
	
	0 to maxCellineNB
	
	
	GLOBAL
	reject

	   >Old ECGI
	M
	
	ECGI

9.2.16
	This is the old E-UTRAN Cell Global Identifier
	-
	-

	>Served Cell Information
	M
	
	9.2.10
	
	–
	–

	Served Cells To Delete
	
	0 to maxCellineNB
	
	
	GLOBAL
	reject

	   >Old ECGI
	M
	
	ECGI

9.2.16
	This is the old E-UTRAN Cell Global Identifier of the cell to be deleted
	-
	-

	Neighbor Information
	
	0 to maxnofNeighbors
	
	
	GLOBAL
	reject

	   >ECGI
	M
	
	ECGI

9.2.16
	E-UTRAN Cell Global Identifier of the neighbor cell
	-
	-

	   >PCI
	M
	
	OCTET STRING
	Physical Cell Identifier of the neighbor cell
	-
	-

	GU Group Id To Add List
	
	0 to maxPools
	
	
	GLOBAL
	reject

	    >GU Group Id
	M
	
	9.2.22
	
	-
	-

	GU Group Id To Delete List
	
	0 to maxPools
	
	
	GLOBAL
	reject

	    >GU Group Id
	M
	
	9.2.22
	
	-
	-
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