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1. Introduction

A fundamental architectural choice to be made in the design of the 3G HNB Access Network is that of Location Area management and the associated paging impact on the 3G HNB Access Network. This contribution discusses issues with location area management and paging and then proposes a way forward to solve these related issues for 3G HNB deployments.
2. Discussion
2.1 Problem Description
In the macro network, the size of a Location Area is nominally proportional to subscriber population density: the higher the density, the greater number of Location Areas for the same geographic area. As the air interface is a precious resource, the number of pages each cell can broadcast in a set period of time must be carefully controlled.  Hence, the ‘size’ of the Location Area is constrained by the number of discrete pages that must be broadcast by every cell in that Location Area to service the target subscriber population.

When applying these techniques to the 3G HNB Access Network, several options become apparent: we may either propagate the same Location Area treatment as in the macro network or apply new techniques to make the paging process significantly more efficient.

In general, the problem is the following:  in the macro network there is typically a relationship of a small number (say 50) macro cells to one Location Area.  This is a generalization of course, but is good enough to serve the purposes of this discussion.  Each page for the Location Area is sent to each of the 50 cells which then broadcast it to the air interface.  So the RNC must send 50 paging messages to the NodeB elements it controls for each page request received from the Core Network (Figure 1a).
Let us apply the same treatment to the 3G HNB Access Network.

In a city the size of Munich there may be say, 6 Location Areas for an operator in the macro network (approximately 300 cells).  Assuming a reasonable penetration of HNB usage, there may be over 30,000 HNBs in the same geographic area, a factor of 100 times more NodeB endpoints than in the macro.  

If we choose to use the same ratio of 50 HNB per CN Location Area, then this will require that 30,000 / 50 = 600 Location Areas must be added to the network to support the 3G HNB community.  Apart from a massive operational and provisioning overhead, it is obviously not practical to assign this percentage of the available Location Areas in the entire network to support just 30,000 HNBs.
Therefore we must assume a different ratio, taking into account the number of Location Areas that an operator is willing to add to the Core Network to support the 3G HNB deployments.  Each new Location Area has a configuration and maintenance overhead and therefore the number of new LA’s should be as small as possible.  Let’s make an assumption that, for our sample network described above, 10 new Location Areas can be allocated to the HNB Access Network.
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Now we have 30,000 HNBs in 10 Location Areas, or 3,000 HNB per LA.  Each page to a Location Area must be sent to each HNB in that Location Area, therefore 3,000 individual IP packets must be sent for each single page request received at the HNB-GW (assuming that the HNBs are evenly balanced across the available pool of Location Areas).  Compare this 3000:1 ratio to the 50:1 ratio that each RNC uses for the same serving area.
In fact, this is a conservative number.  It is likely that most HNB-GW will support much larger numbers of HNBs attached to the CN (say in the 100K range). If we assume 100,000 HNB, each with an average of 1.2 subscribers attached in the busy hour (BH), 0.25 busy hour call attempts (BHCA’s) per user, 35% of which are mobile terminated (i.e. they require a page request), then this leads to:

100,000 x 1.2 x 0.25 x 0.35 / 3600 = 2.9 pages per second for CS calls only
For 100,000 HNBs, and 10 Location Areas, each LA averages 10,000 HNBs.  Therefore each page requires distribution to 10,000 HNB (Figure 1b) and a rate of 2.9 pages per second requires approximately 30,000 IP packets per second in the busy hour from the HNB-GW towards the HNBs.  
Similarly for mobile terminated SMS, assuming a 0.5 BHCA per user, results in

100,000 x 1.2 x 0.5 x 0.35 / 3600 = 5.8 pages per second for CS SMS only
This leads to approximately 60,000 IP packets per second for SMS pages. The SMS pages combined with mobile terminated CS calls results in approximately 90,000 IP packets per second from the HNB-GW towards the HNB. If a resend is required (e.g. due to lost packet in the public Internet), then a further retransmissions of those lost packets must occur from the HNB-GW.  
This figure does not include pages for when GPRS downlink data transfers resume after a period of inactivity.

While it is possible for a HNB-GW to generate 90,000 IP packets per second for the entire busy hour towards the HNB Access Network, there may be a high price to pay in supporting hardware for the operator.  Each packet towards the HNB is encrypted and therefore the HNB-GW security function must process 90,000 (small) packets per second in addition to any CS calls or PS data it is processing.  Additionally, the HNB-GW hardware will spend processor cycles in broadcasting page requests that might otherwise be used to handle the interaction with the HNB population and its subscribers, hence overall capacity of the system will be negatively affected.

Therefore, the handling of page requests towards the HNB Access Network is usually considered as an issue that is directly related to Location Area distribution among the supported HNBs.  Operators are forced to trade off the feasibility of adding large numbers of Location Areas to the Core Network versus a massively inefficient operation in the IP domain.

2.2 Solution to reduce paging impact
It is proposed to utilize the concept of “UE Registration” mechanism as described in R3-081006 [1] to minimize the impact due to broadcast paging describe in previous section. 
The key concept behind “UE Registration” is that the 3G HNB explicitly registers each camped UE to the HNB-GW, creating a persistent connection and context for the UE that is directly available for use by core network procedures such as paging.  Put simply, the HNB-GW always knows exactly which HNB the UE is located at and will direct the page request to that HNB only (Figure 1c).
This simple procedure removes any constraint between the geographical size of the area serviced by the HNB-GW and the number of Location Areas the HNB-GW must support. Our ratio of 1:10,000, 1:3000 or even 1:50 for page requests broadcasting into the HNB Access Network is now reduced to just 1:1!

Using this approach, it is possible to completely separate the issue of Location Area management from that of paging volume. Given that a single HNB-GW may serve a geographic area significantly larger than that of a single CN element (MSC/SGSN), the minimizing of paging impact via UE registration can be viewed as an extremely desirable feature.
2.2.1 UE Registration
The following illustrates the case when the 3G HNB registers a specific UE with the HNB-GW. The registration is triggered when the UE attempts to access the 3G HNB for the first time via an initial NAS message (i.e., Location Updating Request). 
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Figure 2: UE Registration Procedure
1. Upon camping on the 3G HNB, the UE initiates a LU procedure by establishing an RRC connection with the 3G HNB (it is assumed that the 3G HNB has a location area that is distinct from its neighboring 3G HNB and macro cells to trigger an initial message upon camping on the 3G HNB). The UE then transmits a NAS message carrying the Location Updating Request message with some form of identity (IMSI/TMSI). If the (P)TMSI of the UE (provided during RRC Connection Establishment) is unknown at the HNB being accessed (e.g. first access attempt by this specific UE using the (P)TMSI), the 3G HNB requests the IMSI of the UE. (Note: For networks supporting network mode 1, the UE could trigger a combined Routing Area and Location Area update request instead of the initial LU request). The 3G HNB may also optionally perform local access control for faster rejection of those UEs not authorized to access the particular HNB (the exact rejection mechanism is left as HNB implementation specific). Unauthorized UEs are not attempted to be registered with the HNB-GW. 

2. The 3G HNB attempts to register the UE on the HNB-GW over the UE specific transport session by transmitting the REGISTER REQUEST. The message contains: 

· Registration Type: Indicates the end device being registered (i.e.UE registration)

· UE Identity: IMSI of the (U)SIM associated with the UE

· 3G HNB Identity: :Per SA1 requirement, the 3G HNB has a unique identity.  The specific identity is FFS but for example, it may be the IMSI if a (U)SIM is associated with the 3G HNB.
3. The HNB-GW may perform access control for the particular UE attempting to utilize the specific 3G HNB. If the HNB-GW accepts the registration attempt it shall respond with a REGISTER ACCEPT message back to the 3G HNB.

4. The 3G HNB does a NAS relay of the Location Updating Request message from the UE to the HNB-GW via the use of RANAP Initial UE Message. The RANAP Initial UE Message is encapsulated in the HNBAP INITIAL DIRECT TRANSFER message.
5. The HNB-GW establishes a SCCP connection to the CN and forwards the Location Update request (or the combined RA/LA update request) NAS PDU to the CN using the RANAP Initial UE Message. Subsequent NAS messages between the UE and core network will be sent between HNB/HNB-GW and CN using the RANAP Direct Transfer message. Note that the RANAP messages are transferred between from the HNB and the HNB-GW using the HNBAP DIRECT TRANSFER messages.
6. The CN authenticates the UE using standard authentication procedures. The CN also initiates the Security Mode Control procedure. The NAS messages are relayed transparently by the HNB-GW and 3G HNB between the UE and the CN.

7. The CN indicates it has received the location update and it will accept the location update using the Location Update Accept message to the HNB-GW

8. The HNB-GW relays LU Accept NAS message to the 3G HNB via the use of RANAP Direct Transfer message encapsulated in the HNBAP DIRECT TRANSFER message.
9. The 3G HNB relays the LU Accept over the air interface to the UE
One of the key assumptions which is made in the “UE Registration” mechanism is that, the 3G HNB has a location area that is distinct from its neighboring 3G HNB and macro cells to trigger an initial message upon camping on the 3G HNB. It is important to note that the uniqueness of location is with respect to neighbors of a given 3G HNB which includes other surrounding 3G HNBs and macro cells. It is neither required nor feasible to have a system-wide (i.e. across PLMN) unique location area for each HNB. Multiple 3G HNBs are able to re-use the location area with the above consideration (i.e. non-conflicting with other neighbors). This unique location area, as stated in the assumption, is required to trigger an initial UE message and serves the following purposes
1. To perform access control and rejection of unauthorized UEs upon initial cell reselection and camping on the 3G HNB. R3-081176 [2] provides additional details on access control for 3G HNB deployments.

2. To track authorized UEs, in order to minimize the impact of paging at the HNB-GW as well as the HNB (via UE registration).

The mechanism to ensure neighboring location area uniqueness for each 3G HNB is considered as implementation specific and outside the scope of this discussion. 
3. Conclusion

We have described issues with location area management and associated paging impacts in 3G HNB deployments. Further, we have presented a mechanism, via UE registration, which decouples the location area management from the associated paging impacts and provides an efficient paging mechanism in the 3G HNB Access Network. It is proposed to consider UE registration as an essential functionality for 3G HNB deployments and capture the relevant parts of this discussion in TR R3.020 and TR 25.820.
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